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Abstract
Image captioning generates descriptive text from an input image, establishing a
connection between the image content and words. Recently, the most success-
ful approaches for automatically creating image captions have been based on
transformer learning models. Arabic image captioning has gained importance
due to the unique characteristics of the Arabic language. This paper introduces
an Attention-Based Transformer Model for Arabic Image Captioning (ARTIC).
ARTIC employs a deep learning convolutional neural network (CNN) for fea-
ture extraction from the images and a transformer encoder-decoder architecture
for generating textual captions. ARTIC utilizes an ensemble learning approach
based on a voting mechanism that selects the caption with the highest bilin-
gual evaluation understudy (BLEU) score to produce the captions. To evaluate
the effectiveness of the proposed model, the publicly available Flickr8k bench-
mark dataset was used for Arabic image captioning. Our results show that
ARTIC achieved the best scores for BLEU-1, CIDEr, and ROUGE at rates of
(0.626),(0.838), and (0.471) respectively. The other metrics, such as BLEU-2 and
METEOR, achieved competitive rates of (0.381) and (0.332), respectively. The
experiments with the Flickr30k English dataset demonstrated the generalizabil-
ity of the proposed approach to other languages. These results indicate that the
suggested model outperformed other models used for comparison.

Keywords: Arabic image captioning, Transformer, Computer vision, Natural
language processing, Attention mechanism, Ensemble learning.
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1 Introduction
Generating an image caption involves recognizing essential elements within an im-
age, discerning their relationships, and crafting descriptions of the image content that
are syntactically and semantically coherent. This task is challenging within artificial
intelligence, primarily because it requires the combination of two distinct research
communities: computer vision and natural language processing. Image captioning ap-
proaches include template-based, retrieval-based, and deep learning-based methods.
Template-based solutions use predefined templates with a set number of empty slots to
identify objects, characteristics, and behaviors. This method produces grammatically
sound captions, often more accurate than retrieval-based methods. Retrieval-based sys-
tems use existing captions to create general, syntactically correct captions. However,
they cannot provide precise semantically and image-specific captions. Techniques used
for image captioning include template-based retrieval and retrieval-based retrieval,
both relying on pre-existing captions from the training set or clearly defined linguistic
structures [1]. Due to the challenges of the task using template-based and retrieval-
based approaches, a third deep learning-based strategy has been proposed in light of
recent advances in deep neural networks, which are widely used in computer vision
and natural language processing. Deep neural networks can provide valuable answers
for visual and linguistic modeling [2]. They have, therefore, been used to improve ex-
isting systems and create several new ones [3]. Image captioning was mainly done
with traditional machine learning-based methods before the notable breakthrough
in deep learning techniques. Among these were feature extraction approaches such
as the Histogram of Oriented Gradients, Local Binary Patterns, and Scale-Invariant
Feature Transform. The items were classified using a classifier after the extraction
of features. Deep learning-based techniques automatically find features and are more
popular than traditional methods since feature extraction from massive amounts of
data is challenging [4].

The massive volume of images available on the Internet, often without accompany-
ing explanations, has led to the automation of image captioning [5]. Recent advances in
deep learning models, powered by state-of-the-art computing capabilities, have driven
significant progress in this field [6, 7]. Despite the remarkable advances achieved in
various computer vision tasks such as scene recognition, object recognition, image seg-
mentation, and classification, generating a natural language description for an image
remains one of the exceptionally challenging tasks exceeding the complexity of many
other computer vision tasks [2, 8]. Research in image captioning has a broad spectrum
of practical applications that span various fields. Examples might include medical
imaging for diagnostics and analysis [9], improving student learning experiences [10],
helping visually impaired individuals [11], powering artificial intelligence-driven plat-
forms [12], assisting virtual assistants [13], allowing efficient image retrieval [14],
facilitating information retrieval [15], improving social media content [16], and even
supporting automated self-driving cars [17]. In addition, it plays a crucial role in de-
scribing CCTV footage [18], improving image search quality [19], and improving facial
recognition systems [20].

In recent publications, the application of deep machine learning for image cap-
tioning has gained significant attention [1, 21]. Deep learning algorithms effectively
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handle the challenges and complexities inherent in image captioning. Like other lan-
guages tackling this vital field of research, the importance of Arabic image captioning
has grown, considering that Arabic and its various dialects are spoken by more than
422 million people, making it the sixth most spoken language in the world [22]. The
richness of the Arabic language, with about 12 million words in its lexicon, adds
a layer of complexity and significance to image captioning endeavors [6]. Most cap-
tioning models use Recurrent neural networks (RNN) and Long short-term memory
(LSTM) as their language models. However, vanishing gradients create a significant
challenge to these techniques, which reduces their effectiveness. Moreover, LSTM and
RNN models are not hardware-friendly and demand higher processing power [8, 23].
An alternative technique for image captioning has been researched in the literature
and published by the authors of [24], Generative Adversarial Networks (GAN). How-
ever, GANs present challenges due to their discrete nature, making training such
systems difficult [25]. Many issues and concerns arise when using BERT models and
hybrid LSTM-Transformer approaches for natural language processing jobs such as
captioning images. Due to their bulk and lengthy training times, BERT models are
challenging to install on low-powered devices. Although hybrid LSTM-Transformer
models have potential, their increased complexity due to architectural differences ne-
cessitates more excellent resources and extended training periods, which may impair
interpretability and complicate the model’s decision-making process. Our study pro-
posed a hybrid approach that combines a transformer with an attention mechanism to
address these gaps. This method is particularly significant for Arabic image captioning,
aiming to enhance the model’s ability to understand complex image elements and gen-
erate contextually appropriate captions. Transformers effectively capture long-range
dependencies, supported by attention mechanisms focusing on relevant input data.
Additionally, decision-making can often be more interpretable when using ensemble
models [26]. The combination of forecasts from several models provides information
on the reliability and consistency of the model’s outcomes. The suggested model can
further enhance performance and address the challenges in Arabic image captioning.

1.1 Motivation for automatic image captioning for Arabic
Morphological richness, complicated grammar, and cursive writing in Arabic present
a challenge compared to English. Multiple dialects, each with a unique style and
syntax, add another layer of complexity. The inherent characteristics of Arabic
make linguistic competence imperative for accurate resolution. The challenge is com-
pounded by homographs, where many Arabic words share the same written form as
others [27]. High-quality images with accurately maintained metadata and tags are
necessary for Arabic image captioning [28]. However, existing data sets, particularly
the one provided by [29], with its 8092 images, pose a risk of overfitting due to
their relatively small size for training purposes. In addition, creating resources is a
time-consuming and costly effort [6]. Additionally, previous attempts at Arabic image
captioning should have considered the benefits of the attention mechanism, as high-
lighted by [30]. In response to these challenges, this research proposes a new model
tailored for Arabic image captioning. The transformer’s ability to allocate attention
to specific image regions allows words to represent localized features rather than a
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global context, promising improved results [31]. Furthermore, the model can describe
the relationships between the features of the image [32].

The main contributions of this research are: first, to present an attention-based
approach for Arabic captioning using a transformer. Second, to enhance the robust-
ness of Arabic image captioning models and reduce overfitting by adopting ensemble
learning to aggregate the performance of collective models, and third, to highlight the
challenges related to the Arabic language in the context of image captioning. Finally,
the model will be evaluated by employing comprehensive assessment metrics not fully
explored in the previous research.

The rest of the paper is organized as follows: Section 2 provides the research back-
ground. Section 3 reviews related work. Section 4 details the research methodology.
Section 5 encompasses experiments and results. Section 7 provides limitations and Re-
search Opportunities. Finally, Section 8 offers the conclusion and implications of the
investigation.

2 Preliminaries and background

2.1 Convolutional neural network
Recurrent neural networks (RNNs), convolutional neural networks (CNNs), deep belief
networks (DBNs), and deep Boltzmann machines (DBMs) are popular deep learning
models. CNNs excel in interpreting visual data through hierarchical learning, using
shared weight filters [33]. In image captioning, pre-trained CNN-based encoders on
ImageNet are standard, transforming images into visual vectors. Using sets from lower
convolution layers preserves fine-grained correspondence and enables selective focus
during generation [2, 34]. Despite variations, CNNs remain effective in object recog-
nition, offering advantages like weight-sharing, simultaneous feature extraction and
classification learning, and simplified large-scale deployment [33, 35].

2.2 Transfer learning
Transfer learning applies pre-existing models to different contexts, aiding deep neural
network training with limited datasets. In image captioning, successful implementation
involved training on a standard dataset, then transferring knowledge to a novel dataset
with unpaired phrases and images [33].

Feature extraction uses eight CNN models: ResNet50, ResNet101, EfficientNetV2,
VGG16, VGG19, EfficientNetB4, ResNet152, and RegNetX120. Residual CNNs, like
ResNet-50, tackle overfitting and optimization challenges through identity mapping
and shortcut connections. In image feature extraction, a pre-trained ResNet-50,
trained on ImageNet, is used by discarding its final output layer [36]. ResNet-101 is
a baseline in an image captioning model that encodes images without bottom-up at-
tention. The model’s performance is assessed, focusing on the impact of bottom-up
attention compared to the baseline ResNet encoding [37]. On the other hand, VG-
GNet, known for its simplicity and robustness, is a popular image feature extractor
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often chosen for research applications. However, regarding efficiency, ResNet outper-
forms VGG, offering higher accuracy with a lower parameter count [38]. Recently,
EfficientNet models, with compound scaling, excel in transfer learning datasets, con-
sistently outperforming other CNNs in accuracy and efficiency. They prove effective
in diverse domains, including applications like COVID-19 categorization [39, 40].

2.3 Transformers
Text data is well handled by the Transformer architecture, which is sequential by
design [41]. After receiving one text sequence as input, another text sequence is created
with a stack of encoder and decoder layers. The encoder and decoder stacks contain
matching embedding layers for their respective inputs. There is an output layer at
the end to create the final result. The encoder and a feed-forward layer contain the
crucial self-attention layer, which determines the connections between the words in the
sequence. The decoder consists of the feed-forward layer, the self-attention layer, and a
second encoder-decoder attention layer. The encoder and decoder have distinct weights
and LayerNorm layers with residual skip connections. It uses embedding and position
encoding layers for data inputs. The encoder stack includes multiple encoders with
feed-forward and multi-head attention layers, while the decoder stack has numerous
decoders with feed-forward layers and multi-head attention. A general architecture of
a transformer is illustrated in Fig. 1.

2.3.1 Self-head attention

Self-attention is a process in which each element in a set is related, allowing a more
accurate representation using residual connections [41]. Self-attention uses the scaled
dot product mechanism, which works with three vectors: nk element-strong query vec-
tors, nk element-strong key vectors, and nk element-strong value vectors. The operator
computes a weighted sum of value vectors based on the similarity distribution [42].

2.3.2 Multi-head attention

Multihead attention is a module that performs self-attention multiple times in parallel,
concatenates, and transposes the attention output into the desired dimension [43]. It
helps pay attention to different sequence sections, such as longer-term vs. shorter-term
dependencies. There are two types of attention: soft and hard attention. Soft atten-
tion uses weighted image features instead of an image as input, ignoring unimportant
areas and ensuring high-attention areas maintain their original value. The gradient
is computed using backpropagation, and the accuracy is based on the weighted aver-
age representing the focus region. Monte Carlo simulations are used to calculate the
average of all sample results [4].

2.3.3 Add and Norm Layers

The Add and Norm layers carry out two tasks. The initial phase is the “add” portion,
which controls flow via residual connections. Layer normalization is carried out in the
second phase, called normalization “Norm”. As a result, the following equation would
represent the output of the layer:
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Figure 1: General architecture of a transformer.

Add & Norm = LayerNorm (x+ Sublayer (x)) (1)
, where Sublayer (x) is the output and x is the input to any sublayer (MHA or Feed
Forward).
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2.3.4 Feed Forward Network

A completely connected point-wise feed-forward network is present in every layer. It
performs two linear transformations using ReLU activation. This layer decides upon
the weights used in training. It has the following numerical definition:

FF (x) = ReLU (xW1 + b1)W2 + b2

ReLU(x) = max(0, x)
(2)

,Where b1 and b2 are biases and W1 and W2 are network weight matrices.

2.3.5 Positional Encoding

Transformers use positional encoding to introduce relative or absolute embedding po-
sitions into the model, maintaining the token sequence’s format for parallel execution.
Position-aware embeddings are created by combining language features with positional
encodings.

2.3.6 Linear and SoftMax Layer

The decoder’s output is projected as n−vocabulary size using a fully linked linear
layer, where n is the expected result size and vocabulary size is determined by sentence
length and vocabulary size. A SoftMax layer is applied for the probability distribution.

2.3.7 Encoder and Decoder Stacks

The encoder and decoder are two layers in a multi-headed attention model [41]. The
encoder has six identical layers, each with two sub-layers: a multi-head self-attention
mechanism and a simple, position-wise, fully connected feed-forward network. The de-
coder adds a third sub-layer, performing multi-head attention over the encoder stack’s
output. Residual connections are used around each sub-layer, followed by layer normal-
ization. The self-attention sub-layer is changed to stop positions from paying attention
to preceding positions. The predictions for location i depend on known outputs at po-
sitions less than i due to masking and offset by one position. The decoder is finalized
with a linear layer as a classifier and a SoftMax to determine word probabilities.

2.3.8 Attention Function

An attention function maps a query, key-value pairs, and output vectors to one an-
other. The output is a weighted sum of values determined by the query’s compatibility
function with its corresponding key. “Scaled Dot-Product Attention” is used for this
process. The input consists of queries, keys, and dimensions dk, with dot products
computed and weights obtained using a SoftMax function. The attention function is
continuously calculated on a group of queries, which are then compacted into matrices
K and V . The output matrix is calculated as follows:

Attention(Q,K, V ) = SoftMax

(
QKT

√
dk

)
V (3)
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The work in [41] suggests that linearly projecting queries, keys, and values h times
using distinct projections to dq, dk, and dv dimensions can improve attention function
performance. This approach allows the model to jointly attend to data from multiple
representation subspaces at various places through multi-head attention. The study
used h = 8 parallel attention layers, applying the formula dk = dv = dmodel/h = 64
for each. The total computing cost is comparable to single-head attention with full
dimensionality due to the lower dimension of each head.

MultiHead(Q,K, V ) = Concat (head1, . . . ,headh)W
O

where head = Attention
(
QWQ

i ,KWK
i , V WV

i

) (4)

2.3.9 Transformers-based Approaches for Image Captioning

Transformers have significantly advanced Arabic image captioning through their
unique architectural features and attention mechanisms. Firstly, transformers pro-
vide an understanding of context by using attention mechanisms. In Arabic image
captioning, attention mechanisms enable the model to focus on different parts of
an image while generating descriptive text. This is crucial for Arabic due to its
rich morphology and syntax, which requires a nuanced understanding of context, as
the attention mechanism helps align visual contexts with linguistic contexts, allow-
ing the model to produce detailed and accurate captions. For example, the sentence
( l .Ì' 	Q�K hñË úÎ« l .

Ì' 	Q��K
 Z @QÔg A�J
Ô
�
¯ ø



Y
�
KQK
 Ég. P), “A man with a red shirt riding a surfing board”, the

attention mechanism helps the model focus on the “shirt” when generating the word
(Z @QÔg) “red” and on the “board” when generating the word (hñË) “board”. Secondly,
transformers handle long-distance dependencies and preserve word order by leverag-
ing the self-attention mechanism to recognize relationships between words across long
distances in a sentence. Traditional models like RNNs or LSTMs struggle with long-
range dependencies due to vanishing or exploding gradients [41]. This is crucial for
Arabic, a language with complex morphology and syntax, such as in sentences where
descriptive phrases come after the main subject, example ( AêË 	Q 	�Ó úÍ@


h. PYË@

�
�Ê�

�
�
�
K
�
èQ�


	
ª�

�
éÊ
	
®£),(

A little girl climbing the stairs to her house”, in this case, the model needs to connect
( �
�Ê�

�
�
�
K), “climbing”, to ( �

éÊ
	
®£) “girl”, transformers effectively manage these connections

across the entire sentence or image features. Moreover, transformers enable multi-
modal learning where they integrate information from various sources, such as image
features and textual descriptions; this integration is vital for generating accurate cap-
tions for images. Additionally, parallel processing and bidirectional [44] of transformers
nature improve efficiency and context understanding compared to traditional RNNs
and LSTMs [41] transformers generate the words of the caption as a full text with
all words simultaneously [45]. Recent image captioning models augment transformer
architectures for implicit region connections, achieving high scores. Some models, how-
ever, face limitations in adapting the transformer’s internal architecture designed for
machine translation to image captioning. Unlike text, images have multidimensional
spatial relationships, posing challenges in spatial freedom [32].
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2.4 Evaluation metrics
While direct human judgment is the simplest way to evaluate text generated for im-
ages, scalability is challenging due to non-reusable human effort and subjective nature.
To overcome these challenges, various evaluation metrics assess the performance of
image captioning systems. These metrics measure the systems’ ability to generate lin-
guistically acceptable and semantically valid phrases. However, the choice of the most
significant metric depends on the specific objectives of the image captioning task.
BLEU and ROUGE are often considered standard. However, recent research has shown
the value of incorporating diverse metrics such as METEOR, CIDEr, and SPICE to
provide a more comprehensive evaluation and performance results. Table1 summarizes
common assessment metrics in image captioning, while the following section discusses
them in more detail.

Table 1: Performance assessment metrics in image captioning
Metric Evaluation task Methodology
BLEU[46] Machine translation n-gram precision
ROUGE[47] Document summarization n-gram recall
METEOR [48] Machine translation n-gram with synonym matching
CIDEr [49] Image captioning tf-idf weighted n-gram similarity
SPICE[50] Image captioning Scene-graph synonym matching

2.4.1 Bilingual evaluation understudy (BLEU)

BLEU is a metric evaluating the quality of machine-generated text by comparing in-
dividual segments to a set of reference texts [46]. Its approach varies with the number
of references and text length. BLEU scores are higher for short, auto-generated text
and range from 0 to 1. Unigram and bigram comparisons determine BLEU-1 and
BLEU-2, with an empirically determined maximum order of four for optimal corre-
lation with human judgments. BLEU assesses adequacy through unigram scores and
fluency through higher n-gram scores. While widely used and language-independent,
BLEU has drawbacks. It favors brief output texts, and a high score does not guarantee
higher quality, making it imperfect for specific evaluations [51].

2.4.2 Recall-oriented understudy for gisting evaluation (ROUGE)

ROUGE measures evaluate text summaries by comparing word sequences and pairs to
a database of human-written reference summaries [52]. Initially designed for machine
translation accuracy and fluency assessment, it quantifies sentence-level similarity us-
ing the longest common subsequence between candidate and reference sentences. Like
BLEU, ROUGE is also computed by varying the n-gram count. However, unlike BLEU,
which is based on precision, ROUGE is based on recall values. It captures sentence-level
structure with in-sequence word matches, allowing non-sequential matching. ROUGE-
L is the version that is used in the evaluation of image and video captioning. It
calculates the recall and precision scores of the longest common subsequences (LCS)
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between each generated sentence and its corresponding reference sentence. ROUGE-
1, ROUGE-2, ROUGE-W, and ROUGE-SU4 serve diverse evaluation tasks, and their
metrics range from 0 to 1.

2.4.3 Metric for explicit ordering translation evaluation (METEOR)

METEOR is designed for machine translation evaluation and is considered more
valuable than BLEU, with a more vital link to human evaluations [48]. It calcu-
lates scores based on generalized unigram matches between a candidate sentence and
human-written reference sentences. Precision, recall, and alignment of matched words
contribute to the score computation. In cases with multiple reference sentences, the
candidate’s final evaluation considers the best score among independently computed
ones. METEOR considers unigram overlap and incorporates additional features like
stemming and synonymy matching. It aims to address some limitations of BLEU and
ROUGE by providing a more comprehensive evaluation [51].

2.4.4 Consensus-based image description evaluation (CIDEr)

CIDEr is an image captioning quality evaluation paradigm relying on human consen-
sus [49]. It assesses the resemblance of a generated sentence to a set of human-written
ground-truth sentences. Using the TF-IDF weighting for each n-gram in the candidate
phrase, CIDEr encodes their frequency in reference sentences. CIDEr evaluates gram-
mar, significance, and accuracy for image captions and descriptions. Unlike metrics
that work with a limited number of captions per image, CIDEr uses consensus utiliza-
tion, making it suitable for analyzing the agreement between generated captions and
human assessments [51].

2.4.5 Semantic propositional image caption evaluation (SPICE)

SPICE is a semantic concept-based image caption evaluation metric based on semantic
scene graphs [50]. It utilizes a graph-based semantic representation extracted from
image descriptions [1]. Generated and ground truth captions are converted into an
intermediate scene graph representation through semantic parsing to calculate the
SPICE score. The F1-score, derived from precision and recall, measures the similarity
between the generated and ground truth caption scene graphs.

3 Related works
Recent vision and language research advances have raised diverse image captioning
models. This section presents the work from the literature explicitly addressing Arabic
image captioning.

3.1 Root words RNN and DBN model
The first contribution to discuss is the three-stage root word-based method proposed
by [53]. The approach begins by generating image fragments through a pre-trained
deep neural network on ImageNet. These fragments are then linked to a set of root
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words in Arabic. Subsequently, a deep belief network, pre-trained with Restricted
Boltzmann Machines, determines different root words associated with image fragments
and extracts the most contextually relevant words for the image [54]. The model
employs a rank-based approach to go through image-sentence pairings, ultimately
selecting the most fitting pair while discarding false associations. Finally, sentence
captions are constructed based on dependency tree relations from the obtained words.

The evaluation of this model required two datasets. The first dataset, ImageNet,
features manually written captions in Arabic by professional translators for 10,000
images. The second one has images from the Al-Jazeera news website, comprising
80,000 images for training and 30,000 for testing. The evaluation used BLEU-1 scores,
with a unique approach of comparing results by directly generating captions in En-
glish and translating them to Arabic using Google Translate. The findings underscored
the superiority of directly generating captions in Arabic, which produced significantly
higher BLEU-1 scores compared to generating captions in English and subsequently
translating them. The work proposed by [55] introduced an approach for directly gen-
erating image captions in Arabic. The authors extracted root words from images using
a sophisticated blend of root-word-based Recurrent and Deep Neural Networks. Sub-
sequently, these roots were translated into morphological inflections. Adding another
layer of linguistic depth, the model used dependency tree relations to ensure the proper
sequencing of words in Arabic sentences. Two diverse datasets served for experimenta-
tion. The first dataset comprised images from the Flickr8K dataset, accompanied by
crafted captions in Arabic by professional Arabic translators. The second dataset has
405,000 images featuring captions collected from newspapers across various Middle
Eastern countries. BLEU-[1-4] metrics systematically evaluated the model’s perfor-
mance. The results showed that generating Arabic captions directly in one stage
produced superior results to a two-stage process that includes English captions in the
Arabic translation process.

3.2 CNN-RNN encoder-decoder model
In [56], a generative merge model was introduced for Arabic image captioning. This
model depends on the collaboration of two sub-networks: an RNN dedicated to sen-
tences and a CNN tailored for images. The interaction between these sub-networks
gave rise to the generation of captions. The model’s architecture comprised three
key components: (1) A robust RNN-LSTM-based language model deployed to encode
varying-length linguistic sequences. (2) A fully convolutional network was employed
to extract image features, drawing inspiration from the CNN VGG OxfordNet 16-
layer. These features are demonstrated as a fixed-length vector, serving as input for
the image encoder. (3) A decoder model that takes the outputted fixed vectors from
the preceding models and makes the final predictions for the image captions. To test
the efficacy of this model, the researchers constructed an Arabic dataset combining
data from two English benchmark datasets, COCO and Flickr8k. The total dataset
comprised 3427 images, divided into 2400 for training, 411 for development, and 616
for testing, maintaining a distribution of 70:12:18, respectively. Evaluation metrics in-
cluded BLEU-[1-4]. The findings suggested that the merged model revealed promising
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performance for Arabic image captioning, suggesting that even better results could be
achieved with a more expansive corpus.

The Arabic Description Model (ADM), designed for the comprehensive generation
of image descriptions in Arabic, was constructed as outlined in [57]. In a comparative
analysis with its English-based predecessor, the ADM’s foundation rested upon image
features extracted from a CNN and a JSON file containing English image descrip-
tions. The process involved translating the English JSON description file into Arabic,
which was subsequently inputted into an LSTM network alongside the CNN-generated
feature vector. This methodology facilitated the construction of a new JSON image
description file tailored for the Arabic description model. The experimental phase em-
ployed a subset of the Flickr8k dataset, featuring 2000 images strategically partitioned
into 1500 training images, 250 validation images, and 250 test images. BLEU-[1-4]
metrics evaluated the model performance. The empirical findings revealed the superior
efficacy of the English-based model over its Arabic counterpart. The authors high-
lighted the pitfalls of translating recognized English captions into Arabic, underscoring
the inherent structural deficiencies in the resulting Arabic sentences.

In [29], the authors presented a dual-model framework for image captioning in Ara-
bic. The first model, rooted in English image captioning, underwent a transformative
process in which the English text was translated into Arabic. In contrast, the sec-
ond model adopted an end-to-end approach, directly transcribing images into Arabic
text. The image-centric model harnessed the power of a pre-trained CNN, VGG16, to
map images to embeddings, a vector of substantial length, precisely 4096. This image
embedding vector underwent further transformation through a fully connected layer
with a Tanh activation function, ensuring output values within the bounded range of
-1 to 1. For the linguistic component, a single hidden LSTM layer with 256 memory
units formed the core of the language model. A critical aspect of their work involved
the creation of a novel Arabic image captioning dataset. This dataset emerged from
translating the well-established Flickr8K dataset, encompassing 8000 images, each ac-
companied by five distinct captions. These images, sourced from Flickr8K, mainly
featured human and animal subjects. The translation process unfolded in two stages:
all English captions were initially translated via the Google Translate API. The sec-
ond stage involved editing and confirmation by a professional Arabic translator. The
performance of the two models was evaluated with the new dataset using BLEU-[1-4]
metrics. The results indicated the superiority of the end-to-end model, highlighting
its superior efficacy in Arabic image captioning.

In multimedia transformation, [28] proposed an innovative Text-to-Picture system
tailored for automatically converting simple Arabic children’s stories into visually rep-
resentative images. The attempt defined numerous challenges inherent in mapping
natural text to multimedia, with an observed obstacle being the absence of captions
and meaningful tags accompanying images sourced from the Google search engine. To
overcome this limitation, the authors incorporated a deep-learning captioning model
into their framework. This model unfolded in two integral stages: 1) Story text pro-
cessing and image retrieval. 2) Image ranking using the automatic captioning process
and sentence similarity. This approach comprised several key steps: 1) keyword ex-
traction, in which preprocessing steps were made, and keywords for each sentence
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were translated into English. 2) Query formulation: formulate queries to retrieve im-
ages for them. 3) Image selection: the retrieved images were prepared for captioning
in the next step. 4) Image captioning, using deep CNN to represent an image and an
RNN, especially LSTM, to provide the output sentence. 5) Sentence similarity is used
to match the initial keywords and captions. 6) Sentences exhibiting higher similarity
values with the initial keywords were prioritized and presented to the user, allowing
for interactive engagement. 7) The final step involved image evaluation, in which users
could assign a ranking of 1 to 5 for each relevant image, providing valuable feedback
for refinement and improvement.

In Arabic image captioning, a recent advancement by [6] suggested an architec-
ture rooted in the neural machine translation (NMT) paradigm, taking advantage of
its superior performance compared to classical methods. The essence of the proposed
model lay in an encoder-decoder architecture, with a CNN serving as an encoder to
extract visual information from the input images. The decoder, an LSTM network,
was crucial in generating a probability distribution over potential next steps to for-
mulate the caption. To assess the model’s efficacy, the researchers constructed a novel
ArabicFlickr1K dataset containing 1095 images, each accompanied by three to five de-
scriptive captions. The research introduced an active learning framework that recruited
human annotators to collaboratively refine the automatic translation capabilities of
the model. The model’s performance underwent rigorous evaluation, using BLEU-[1-
4] metrics, determining its proficiency in generating captions. The results obtained
confirmed the potential of the proposed architecture in the field of Arabic image cap-
tioning. This ensured the model’s ability in linguistic translation and highlighted the
efficacy of the active learning approach in enhancing the system’s overall performance.

In [58], the authors tested thirty-two combinations affecting caption generation.
They include four preprocessing techniques, two deep learning techniques (LSTM,
GRU), and two image feature extraction models (Inception V3, VGG16). The authors
reviewed image captioning models for Arabic and English, focusing on the lack of
available datasets. They fixed typos in the Arabic Flickr8k dataset and applied text
preprocessing. The study revealed that using Arabic preprocessing and VGG16 im-
age feature extraction improved the Arabic caption quality. However, the work did
not observe any significant differences when using Dropout or LSTM compared to
GRU. The Arabic dataset achieved the best BLEU-[1-4] results at [36.5, 21.4, 12, 6.6],
respectively.

The study of [59] suggested an effective deep-learning model for Arabic image cap-
tioning, focusing on the impact of text preprocessing on attention weights and BLEU-N
scores. The project aimed to provide meaningful, syntactically, and semantically accu-
rate captions for computer vision and natural language processing, especially in Arabic
and other languages with complex morphological structures. The authors investigated
the impact of applying several text preprocessing techniques on the resulting BLEU-N
scores, the quality of the created images, and the behavior of the attention mecha-
nism before presenting an effective deep-learning model for Arabic image captioning.
The model employed an LSTM to produce conventional Arabic captions, a translator-
based approach for output root words, and a Region Convolutional Neural Network
(RCNN) to map image objects to Arabic root words. RESNet-101 was the encoder,

13



while the LSTM network was the decoder. Preprocessing and tokenization of captions
were performed with Pyarabic, which divided image captions into tokens by splitting
them into spaces, and with FARASA, which separates Arabic words into their compo-
nent clitics. The model was evaluated using the Flickr8k dataset. The model achieved
its best BLEU-4 score using the FARASA segmenter with 200 randomly chosen images
from the MSCOCO dataset that were utilized for quality testing of the model.

3.3 CNN-Transformer encoder-decoder model
Another progress in Arabic image captioning is the work of [60]. The model’s ar-
chitecture can be explained in two steps: The initial step forms the foundation for
capturing rich visual information. It utilizes the power of a CNN encode to extract
area features and object tags from the input image. The second step involves using
a pre-trained transformer language model. The transformer takes the extracted re-
gion features and object tags to generate a coherent sentence. The fusion of visual
and semantic elements in this process marks a crucial advancement in image caption-
ing. After initialization, the models undergo fine-tuning through the Object Semantics
Aligned Pre-training (OSCAR) learning method. This strategy is essential in simpli-
fying the learning of semantic alignments between an image and text. It is achieved
using object tags in images as anchor points, contributing to a more streamlined and
effective learning process. The robustness of the proposed model was tested using the
Flickr8K dataset, and the results showed that the model provided a new baseline for
Arabic image captioning.

The work of [61] introduced an Arabic image captioning approach that utilized
transformer models in both the encoder and decoder stages. In the decoder, they ap-
plied a pre-trained word embedding model, while in the encoder phase, they utilized
feature extraction from images. The models experienced comprehensive training and
testing on the Flickr8k Arabic dataset. A comparative analysis was conducted to assess
the image feature extraction subsystem, integrating three vision models: SWIN, XCIT,
and ConvNexT. Simultaneously, four different pre-trained language embedding mod-
els evaluated the caption-generated linguistic subsystem. The authors demonstrated
that the optimal results emerged from combining three transformer-based models in-
corporating ConvNexT, SWIN, and XCIT as image feature extractors, along with the
CamelBERT language embedding model.

The system proposed by [62] aimed to reduce some of the morphological complex-
ity associated with the Arabic language using an improved text preprocessing pipeline
with a word segmenter. Furthermore, they designed neural network topologies with
transformers and attention processes. Three potential models with an encoder-decoder
architecture were defined. All encoders in the three models were pre-trained on Ima-
geNet. In the first model, the encoder was an LSTM-based model with an attention
layer, while the decoder was MobileNetV2. In the second model, the decoder was a
GRU-based model with an attention layer, while the encoder was MobileNetV2. In the
third mode, a transformer-based model served as the decoder, while the encoder was
EffeceintNet. The models were tested using the Arabick Flickr8k dataset. The trans-
formers and the AraBERT segmenter produced the best BLUE scores with BLEU-1
= 44.3 and BLEU-4 = 15.6.
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The discussion above revealed that contemporary captioning models rely on RNN
and LSTM as language models. However, one key issue with these approaches is the
occurrence of vanishing gradients, limiting their effectiveness. Moreover, the RNN and
LSTM models are not hardware friendly, which requires additional computational
resources [8, 23]. An alternative approach explored in the literature, as suggested by
the authors of [24], is using GAN for image captioning. However, GANs come with
challenges due to their discrete character, making training such systems a problematic
task [25].

To generalize image captioning for multilingual support, a suggested model was
provided by the study of [63]. The domain object dictionary approach was demon-
strated, which generates image captions without processing additional learning data
by adapting the object dictionary for each domain application. The default model was
the OSCAR model, which is based on the BERT model, and the image COCO caption-
ing data was learned. Instead of processing the learning data, the study’s suggested
strategy involves changing the object’s dictionary to focus on the domain object dic-
tionary, which produces different image captions by fully explaining the items needed
for every domain. While maintaining the functionality of previous models, this filter
captioning paradigm enabled the creation of image captions from various areas. This
methodology can be used in several domains, including real-time traffic information
commentary, sports commentary, art therapy, and image search. Generalization is a
crucial challenge in image captioning that requires models to handle diverse images
and scenarios beyond those encountered during training. Technique such as transfer
learning was employed [64] to improve a model’s ability to generalize across differ-
ent domains. Transfer learning leverages a relatively limited amount of data to enable
the development of high-performance models that perform better when applied to
other domains. Compared to the model that was extensively trained on the target
source, the fashion image captioning model achieved competitive performance and
high-quality captions by executing the last adaptation stage of the pre-trained model
using a relatively restricted collection of target samples. This adaptation stage is sig-
nificantly less expensive than starting from scratch to train a fashion image captioning
model. Additionally, this model can enhance performance over previously untested
data distributions, improving the model’s ability to generalize. However, it is worth
mentioning that BERT models pose a challenge due to the lengthy training periods
needed for fine-tuning specific downstream tasks. The deployment of BERT on de-
vices with limited processing capabilities is further complicated by its substantial size
and an extensive array of parameters [65]. Utilizing a hybrid approach, combining
LSTM with Transformer models introduces specific limitations and drawbacks. For
example, it can escalate model complexity, attributed to architectural differences, re-
sulting in a higher demand for resources and extended training times. Consequently,
this complexity can affect the interpretation of the model’s decisions, hindering a clear
understanding of the underlying reasoning.

Image captioning is an attractive task that involves understanding visual and tex-
tual information. The need for Arabic image captioning emerges from the necessity to
make visual content accessible to Arabic-speaking individuals. Therefore, developing
and implementing dedicated Arabic image captioning systems is essential to address
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this need. Therefore, this research aims to bridge this gap by introducing a hybrid ap-
proach that combines a transformer with an attention mechanism to help the model
capture complex details in images and generate more contextually relevant captions.
The rationale behind this combination is that transformers are great for capturing
long-range dependencies in data, while attention mechanisms help them focus on rel-
evant parts. Ensemble learning, on the other hand, can boost overall performance
by combining multiple models. In the following section, we would like to explore the
details of this approach.

4 Methodology
This work followed a methodology incorporating four stages: data description and data
preprocessing, model development, experimentation, and performance evaluation. The
following subsections discuss each stage in more detail.

4.1 Dataset
This section will introduce the commonly used datasets in image captioning.

English Flickr30k dataset[66]: The Flickr8k dataset[67] has been expanded to
create the Flickr30k, which now contains 31,783 images with five captions for each. The
split dataset available to the public uses 29,000, 1,000, and 1,000 images for training,
validation, and testing, respectively. Most of the images in this dataset depict indi-
viduals engaging in daily activities and situations. Flickr30k is used to comprehend
visual information “images“ that correspond to expressed statements “descriptions of
images“. This dataset is commonly used as a benchmark for sentence-based image de-
scriptions. The research paper[68] highlights the importance of the Flickr30k dataset
in understanding human descriptions of visual material by thoroughly reviewing it.
Every image has comprehensive, contextually rich annotations that present multiple
perspectives on the image’s content. The dataset, which reflects the diversity of hu-
man experience as captured via photography, categorically includes various features
of human actions, objects, scenes, and surroundings. This diversity ensures that the
dataset is well-suited for studying how different people interpret and describe visual
scenes.

Arabic Flickr8K[29]: The work in [67] revealed the English Flickr8K dataset,
a valuable resource comprising 8,000 images from the prolific photo-sharing platform
Flickr. Primarily known for its human and animal-centric content, this dataset served
as a vital contribution to the public domain. The label creation involved crowdsourc-
ing descriptions through Amazon’s manual labeling program, each image annotated
with five sentences. Flickr8k is a standard dataset for training and assessing image
captioning models, covering a broad range of scenes, objects, and activities character-
istic of daily photography. Researchers leverage its rich diversity in images and textual
descriptions to develop algorithms capable of generating accurate and contextually
relevant captions. [29] translated the English Flickr8K dataset into Arabic through
a dual-phase approach. Initially, Google Translate API was employed, followed by a
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thorough review by qualified Arabic translators. The rigorous selection process con-
cluded with identifying the top three translated captions for each image from an initial
pool of five. To evaluate the proposed method in this study, we utilized the Arabic
version of the Flickr8K dataset. This dataset offered a comprehensive and diverse
set of images comprising 6,000 training images, 1,000 validation images, and 1,000
test images. Each image within this dataset boasted three distinct Arabic captions.
Exemplary instances from the Arabic Flickr8K dataset are illustrated in Fig. 2.

Figure 2: Exemplary instances extracted from Arabic Flickr8k dataset

4.2 Data preprocessing
Because of raw textual data’s inherent challenges, cleaning and preprocessing datasets
before they are used in ML models become essential. Following the best practices out-
lined by [29], the approach we applied to Arabic text preprocessing was comprehensive
and systematic.

Several procedures were employed in the data preprocessing, including tokenizing
words, stemming, and normalizing a few Arabic letterforms. The preprocessing tasks
outlined in this work were borrowed from [69]. They incorporate the following:

1. Text normalization: Typically, actions are taken to reduce the number of
extracted terms. They include eliminating special characters and non-letter char-
acters ($, &, %,.. ), taking out the non-Arabic characters, replacing the initial
( @

,

@) or (�@) with bare alif ( @), using (ha) ( è) instead of knotted (ta marbuta) ( �è),

eliminating the word’s initial “al“ (È@), and swapping out the last (ya’a) (ø


) with

(ø).
2. Text tokenization: In this step, a linguistic analysis of the text is conducted. It

separates words, character strings, and punctuation marks into tokens during
the indexing process. This process aims to divide the text into a stream of dis-
crete tokens, or words, by identifying the sentences’ borders and eliminating any
unnecessary punctuation.
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3. Adding start and end tokens: Finally, distinctive start and end tokens were
appended to determine the beginning and end of each caption, adding a layer
of structural clarity to the dataset. A unique padding token was introduced to
address the variability and standardize the length of captions.

How we split our dataset ensures a balanced distribution for training, validation,
and testing. First, we divide the dataset into two parts: the first one has 90 % of the
data, while the second has 10%. Next, the large part was split into two subsets: 80%
was used for training and 10% for validation. The remaining 10% forms the testing
set. This method is similar to [29] splitting but distinguishes itself by incorporat-
ing a dedicated validation set. This validation subset enhances the evaluation process
during model fine-tuning, facilitating effective hyperparameter optimization and en-
suring robust generalization to new data. This structured approach supports reliable
model development and promotes transparency and comparability with prior research
findings.

4.3 ARTIC: The attention-based transformer model for Arabic
image captioning

Fig. 3 shows the schematic diagram of the proposed model. In contrast, for a better
understanding of ARTIC, Algorithm 1 provides the pseudocode outlining the opera-
tions of the model. The following are the steps applied through the model, and the
following subsections discuss each stage in more detail.

Figure 3: The schematic diagram of the proposed approach
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S1: Image feature extraction: A pre-trained CNN network like ResNet or Efficient-
Net extracts features from the input image. These features serve as a rich
representation of the visual content.

S2: Text generation with a transformer: A transformer-based model generates textual
descriptions by taking as input the image features and producing a sequence of
words that form the caption.

S3: Attention mechanism: Attention mechanisms are implemented within the trans-
former, which allows the model to focus on different parts of the image when
generating each word in the caption. It enhances the model’s ability to align
visual and textual information.

S4: Ensemble learning: To get a more robust and accurate caption, the ensemble
learning model trains multiple instances of the transformer with different ran-
dom initializations or hyperparameters and then combines their outputs, either
through averaging or voting.

S5: Training and fine-tuning: Train the combined model on a large dataset of image-
caption pairs, then fine-tune the model on a specific dataset.

S6: Evaluation: Evaluate the performance of the ensemble model using metrics like
BLEU, METEOR, and CIDEr.

Contemporary image captioning models have largely incorporated a flexible and
effective encoder-decoder architecture, often called a CNN+RNN structure. The ar-
chitecture of the proposed model consists of two primary models: the image-processing
model and the language-processing model. In this configuration, the encoder typically
employs a CNN image model to extract high-level feature vectors from input images
and effectively "reads" them. Meanwhile, the decoder, often implemented as RNN,
generates words based on the image representation acquired from the encoder. Its task
is to produce a sequence of words that form a coherent, grammatically correct, and
stylistically accurate phrase, effectively encapsulating the image’s content [38].

The model proposed in this work adopts an encoder-decoder approach enriched
with attention mechanisms, as recommended by [70]. The attention mechanism focuses
on relevant sections of the image vital for the caption creation process, potentially
leading to superior outcomes. Fig. 4 provides an overview of the typical architecture
of the Arabic image captioning model.

Figure 4: General architecture of the Arabic image captioning model.
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Algorithm 1 Attention-based transformer model using ensemble learning

Input: Arabic Flickr8k dataset=[Set of images (S), corresponding set of captions
(CI)]

Output: The final output caption for the tested image (oc)
1: Evaluation metrics: (BLEU-[1-4], ROUGE-L, METEOR, CIDEr, & SPICE)
2: Step1: Dataset prepossessing
3: for each caption set CI of an image I do
4: Normalization (CI)
5: Text tokenization (CI)
6: Adding start and end tokens (CI) <start> (CI) <end>
7: end for
8: for each image I ∈ S do
9: Augment (I)

10: end for
11: Step2: Feature extraction
12: M= [ResNet50, ResNet101, EfficientNetV2, VGG16, VGG19, EfficientNetB4,

ResNet152, RegNetX120]
13: for each image I ∈ S do
14: for each pre-trained model m ∈ M do
15: fi = extract feature map fi of image I
16: end for
17: end for
18: Step3: Caption generation
19: for each feature map fi do
20: gc= generatedCaptionbyTransformer
21: BestKCaption= Beam Search(10)
22: end for
23: Step4: Ensemble learning
24: for each gc do
25: oc= voting-on (the generated caption from all models gc)
26: end for

4.3.1 Image feature extraction

In the workflow of the proposed methodology, the initial step toward image processing
involves passing the image through a CNN to generate image features. Existing work
studied various versions of CNN as feature extractors for image captioning. Feature
extraction is based on eight CNN models discussed in Section. These models include:
ResNet50, ResNet101, EfficientNetV2, VGG16, VGG19, EfficientNetB4, ResNet152,
and RegNetX120. These features serve as input for the subsequent language processing
model. Fig. 5 visually depicts the CNN model architecture. The convolution layer is
vital in downsampling the image into features and incorporating information from
nearby pixels. The prediction layers then become active, using multiple convolution
filters or kernels that pass over the image, each extracting unique aspects.
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Figure 5: The visual architecture of the CNN

To prevent overfitting and reduce the spatial size of the convolved features, a max
pooling layer is used to provide an abstract representation of the convolved features.
ReLU is the most widely used among various activation functions due to its ease of
training and superior performance attributed to its linear behavior, as highlighted by
[35].

4.3.2 Text generation with a transformer

The language processing model encompasses three components: the transformer, the
attention mechanism, and the ensemble learning model. A transformer-based model
generates textual descriptions by taking the image features as input and producing a
sequence of words that form the caption.

In this work, the proposed language processing model uses the transformer with two
key components: the encoder and the decoder (refer to Fig. 1). The image transformer
utilized for image captioning will decode various information within the image regions
[71]. To establish the position of each word, the transformer introduces a vector added
to each input embedding. Position embedding accounts for the sequential order of
words in an input sequence. The linear layer, a straightforward, fully connected neural
network, transforms the vector generated by the stack of decoders into a substantially
larger vector referred to as a logit vector. Subsequently, SoftMax is applied to derive
probabilities. The cell with the highest probability is selected, and the associated word
becomes the output [41]. The transformer model addresses the issues inherent in RNN
and LSTM, facilitating increased parallelization and enhancing translation quality.
Unlike LSTMs or RNNs, which process sentences one word at a time, transformer
models are attention-based, capable of handling entire sentences [72].
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4.3.3 The attention mechanism

The attention mechanism is implemented within the transformer, which allows the
model to focus on different parts of the image when generating each word in the
caption. It enhances the model’s ability to align visual and textual information.

Generally, individuals selectively attend to information, focusing on secondary
data while disregarding specific primary data. This attention mechanism is essential
for generation-based models within the encoder-decoder architecture, mirroring hu-
man visual focus in image captioning. In cognitive neurology, attention is identified
as a shared higher cognitive skill allowing intentional oversight of received data. Ini-
tially proposed for image categorization, attention is widely used in NLP experiments,
including machine translation, speech recognition, text understanding, and visual cap-
tioning [7, 31, 73]. Fig. 6 visually depicts attention over time, illustrating how the
model’s focus shifts with the generation of each word to highlight relevant parts of the
image.

Figure 6: The visual architecture of the attention mechanism

Attention in image processing mimics human attention patterns. Its strength lies
in establishing meaningful connections between features and enhancing the models’
ability to prioritize essential features while filtering out noise. This aligns with the
attention mechanisms that guide the model’s focus during training [51]. Despite the
richness of the image data, not all features require explicit attention in captioning.
When attention is integrated into the encoder-decoder picture captioning framework,
sentence creation becomes contingent on hidden states computed using the attention
method. The attention mechanism is a fundamental component of the encoder-decoder
architecture within this framework. Using various types of input image patterns to
guide the decoding process, ensuring that attention is focused on specific features of
the input image at each time step. This composed attentional focus facilitates the
generation of a descriptive caption for the input image [74].

Attention guides computations on significant regions to improve caption quality in
image annotation. This is achieved by using soft and hard attention mechanisms to
estimate the focus of attention. Soft attention, trainable via standard backpropagation,
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involves weighting the annotated vector of picture features when salient features are
identified. On the other hand, stochastic intricate attention is trained by maximizing
a variation lower limit [33]. Recent studies have explored top-down and bottom-up
attention theories, with recent experiments favoring top-down attention mechanisms
[38]. Attentive encoder-decoder models lack global modeling skills. A reviewer module
reviews encoder hidden states to address this, producing a thought vector at each
step. The attention mechanism plays a vital role in assigning weights to hidden states.
These thought vectors capture global input aspects and effectively review and learn the
encoded information from the encoder. Subsequently, the decoder uses these thought
vectors to predict the next word in the sequence [74]. Visual attention in multi-modal
coverage mechanisms bridges the gap between encoder and decoder, enhancing data
understanding [2, 75].

4.3.4 The Beam Search algorithm

The greedy decoding technique outputs the word with the highest probability. How-
ever, it quickly accumulates potential errors. To solve this problem, the beam search
algorithm was applied with a width of k = 10, maintaining k sequence candidates
and selecting the most likely one at each step [42]. This approach generates a diverse
group of captions. Previous studies supported beam search as the preferred algorithm
for caption generation [76].

4.3.5 Ensemble learning

Learning using typical techniques may be inadequate due to the complexity of data
features and structures. Instead, ensemble learning (discussed in Section 2) integrates
data fusion, modeling, and mining into a unified framework. In this essence, multiple
learning algorithms extract features, while ensemble learning combines this knowledge,
improving prediction accuracy through various voting processes [77]. To obtain a more
robust and accurate caption, the ensemble learning model trains multiple instances
of the transformer with different random initializations or hyperparameters and then
combines their outputs by averaging or voting. Ensemble models like bagging, boost-
ing, stacking, and voting aim to increase model performance by combining predictions
from diverse base models. For example, a majority voting technique combines multi-
ple classifiers’ predictions in multimodal memes’ hate speech detection, outperforming
individual models [78].

This work uses a voting model, presented in Fig. 7, to ensemble the results obtained
from each of the eight transformer models, discussed in Section 2. The BLEU score-1
was considered for this purpose, and the prediction result will be accepted from the
model that gains the highest BLEU score. Putting all the pieces together, Fig. 8 shows
a comprehensive overview of the workflow of the proposed Arabic image captioning
model.

5 Experimental results
This section presents the results obtained from the proposed model and compares
them with the state-of-the-art models.
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Figure 7: Voting model.

5.1 Environment setup
To assess the performance of the proposed model, a set of experiments was conducted
using the Google Colab Pro+ framework, equipped with 52 GB of RAM and 1 TB of
storage capacity for implementation purposes. The proposed model was trained with
a batch size of 64, employing the Adam optimizer [79], a learning rate set at 0.00001,
30 epochs with early stopping, and the ReLU activation function was utilized.

Our model demonstrates a structured approach to training an image captioning
model, focusing on effectively managing the learning rate. The loss function is ini-
tially defined using cross-entropy, which computes the cross-entropy loss between
predicted and true labels without reduction. Early stopping is implemented to mon-
itor validation loss and halt training if no improvement is seen after a set number
of epochs, restoring the best weights. A custom learning rate scheduler adjusts the
learning rate dynamically throughout training; it begins with a low rate, equivalent to
0.00001; this scheduler gradually raises the learning rate, providing a steady training
process that improves convergence and overall model performance. This scheduler is
integrated with the Adamax optimizer during model compilation, ensuring the model
optimizes effectively while mitigating overfitting risks. The approach facilitates stable
convergence during training and enhances the model’s ability to generalize to unseen
data, which is crucial for tasks like generating accurate and contextually relevant
image captions. These numbers are chosen based on empirical observations and best
practices in training neural networks, aiming to balance efficient convergence and
stable training without risking overfitting.
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Figure 8: Workflow of the proposed Arabic image captioning model (ARTIC).

5.2 Evaluation metrics
While direct human judgment is the simplest way to evaluate text generated for im-
ages, scalability is challenging due to non-reusable human effort and subjective nature.
To overcome these challenges, various evaluation metrics assess the performance of
image captioning systems. These metrics measure the systems’ ability to generate lin-
guistically acceptable and semantically valid phrases. The evaluation metrics applied
in this study, discussed in Section 2, include BLEU, CIDEr, METEOR, ROUGE, and
SPICE.

5.3 Experimenting with Arabic Flickr8K dataset
Fig. 9 depicts a visual representation of the results for the Arabic Flickr8k dataset.
The first row displays images and their corresponding names, and the second row
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presents reference captions from the Arabic Flickr8k dataset. The third row exhibits
captions generated by the proposed ARTIC model.

Figure 9: Image samples extracted from the Arabic Flickr8k dataset: (a) Samples
from Flickr8k dataset, (b) Reference captions from the Arabic Flickr8K dataset, and
(c) The generated captions from ARTIC, the proposed model

Table 2 compares the results of ARTIC against the state-of-the-art methods. The
results of ARTIC are listed in two rows. The first row demonstrated the results without
text pre-processing, while the second row shows the results after applying the pre-
processing steps described in section 4.2. As shown in Table 2, ARTIC exhibits superior
performance, with the highest scores highlighted in bold. Before we discuss the results,
it is worth mentioning that most comparative studies did not report the data splits
they used; others used different splits, and others used parts of the Flickr8k dataset.
For instance, in the work of [29, 60, 62], the authors used the same dataset and test
split, while in [61], they applied a different one. The test split in the remaining models
was undisclosed.

Experimental results show a remarkable advancement of ARTIC over previous ef-
forts on the Arabic Flickr8k dataset based on current image captioning evaluation
metrics. This can be observable when compared with the models of [29, 58–60, 62],
across metrics: BLEU-[1-4] (for simplicity, it is indicated as ’B,’ CIDEr, and ROUGE in
Table 2). For example, [62] got a better result for BLUE-4. However, ARTIC achieved
a BLEU-1 score at the rate of (0.626), surpassing [80] at (0.489) and [61] at (0.598) for
the same metric. Meanwhile, [61] reported higher outcomes across BLEU-[2-4] scores.
Furthermore, ARTIC exhibited superior performance compared to the research find-
ings of [61] and [80], demonstrating notable results using CIDEr with a score of (0.838),
METEOR with a score of (0.332) and ROUGE with a score of (0.471). While [80]
reported a METEOR score of (0.334), which is slightly higher than ARTIC (0.332).
Although the SPICE metric was not reported in previous work, ARTIC achieved a
rate of (0.110). It’s worth mentioning that [61] achieved their highly tuned scores by
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Table 2: Comparison of Arabic image captioning models
Reference Dataset B1 B2 B3 B4 CIDEr METEOR ROUGE SPICE
[53] Al-Jazeera newsm 0.348 NA NA NA NA NA NA NA
[55] Flickr8km 0.658 0.559 0.404 0.223 NA 0.209 NA NA
[56] Flickr616 0.460 0.260 0.190 0.800 NA NA NA NA
[57] Flickr8kx 0.344 0.154 0.760 0.350 NA NA NA NA
[29] Arabic Flickr8k 0.330 0.190 0.100 0.060 NA NA NA NA
[58] Arabic Flickr8k 0.365 0.214 0.120 0.066 NA NA NA NA
[62] Arabic Flickr8k 0.443 NA NA 0.157 NA NA NA NA
[60] Arabic Flickr8k 0.391 0.246 0.151 0.093 0.428 0.317 0.334 NA
[59] Arabic Flickr8k 0.391 0.251 0.140 0.083 NA NA NA NA
[80] Arabic Flickr8k 0.489 0.317 0.213 0.145 0.472 0.334 0.398 NA
[61] Arabic Flickr8k 0.598 0.400 0.306 0.165 0.469 0.260 0.385 NA
ARTIC Arabic Flickr8k 0.490 0.293 0.169 0.093 0.545 0.308 0.379 0.056
ARTIC+ Arabic Flickr8k 0.626 0.381 0.224 0.134 0.838 0.332 0.471 0.110
mManual extraction xSubset of Flickr8k (2000 images) +ARTIC with pre-processing

utilizing concatenated models featuring an embedding layer. Furthermore, a differ-
ence was observed in the data set-splitting strategy. This divergence in the dataset
approach explains the differences in the reported results of the BLEU scores compared
to our findings. Since the datasets and the code are private, confirming the findings or
comparing this method to other models utilizing the same Flickr8K dataset is difficult.

5.4 Experimenting with English Flickr30K datasets
To illustrate how well the proposed model performed in another dataset, we compared
its results to the best-performing models based on the English Flickr30k dataset, as
shown in Table 3 and Fig. 11. The table shows that the suggested approach out-
performs state-of-the-art techniques on Flickr30k datasets as measured by BLEU-1,
BLEU-2, BLEU-3, and BLEU-4 scores, which are 0.798, 0.561, 0.387, and 0.269 re-
spectively. The model’s performance is comparable to that of the state-of-the-art, as
demonstrated by ROUGE L METEOR CIDEr. It indicates the proposed approach is
capable of producing captions that are clear and meaningful. The results from other
metrics, such as SPICE (0.387), validate the methodology’s effectiveness. It is critical
to know that the results of most other approaches are not shared on this metric.

Table 3: Comparison of English image captioning - Flickr30K dataset
Reference B1 B2 B3 B4 CIDEr METEOR ROUGE L SPICE
[81] 0.671 NA NA 0.233 0.645 0.204 0.443 NA
[82] 0.677 0.494 0.354 0.251 0.531 0.204 0.467 0.145
[83] 0.647 0.456 0.320 0.224 0.467 0.197 0.449 0.136
[84] 0.689 0.468 0.319 0.220 0.428 0.191 0.487 NA
[85] 0.694 0.498 0.355 0.254 0.469 0.251 0.538 NA
[86] 0.674 0.495 0.360 0.260 0.520 0.201 0.470 NA
[87] 0.690 0.493 0.347 0.241 0.528 0.195 0.465 NA
ARTIC 0.798 0.561 0.387 0.269 0.565 0.213 0.443 0.387
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6 Discussion

6.1 Arabic image captioning interpretation and analysis
In general, our model demonstrates proficiency in generating captions that are not only
relevant but also accurate in describing the image content. Fig. 10 presents samples of
nearly correct captions, highlighted in yellow. In addition, ARTIC excels at producing
more accurate captions for specific images. For instance, in Fig. 10 (c), the model
accurately generates the phrase “blue dress” ( �

�P 	P

@ ø


	P) and “street” (¨PA ��) elements that

were not present in the reference captions. Conversely, the word “ice cream” (Õç'
Q» ��
@)
is not detected in this example.

Fig. 10 (f) presents another example that illustrates the model’s ability to generate
a caption that refers to the location where the man stands, using the phrase “In front
of a white building” ( 	

�J
K. @ ú
	
æJ.Ó ÐAÓ@). At the same time, this information was not present in

the reference captions. Fig. 10 (d) shows a correct description provided by the model,
nearly identical to the reference caption, describing “A man with a red shirt riding a
surfing board,” ( l .Ì' 	Q�K hñË úÎ« l .

Ì' 	Q��K
 Z @QÔg A�J
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 Ég. P). Furthermore, gender distinctions are

present in the generated captions. For instance, terms like “woman” ( �è@QÓ@) and “man”
(Ég. P) accurately incorporated. Additionally, the ARTIC model demonstrates the abil-
ity to produce verbs, a crucial aspect in Arabic, where verb conjugation varies based on
gender and plurality. For instance, in Fig 10 (c), the word “woman” ( �è@QÓ@) is appropri-
ately conjugated with the prefix ( �

H) in the verb “wearing” (ø
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�
KQ
�
K). The resulting caption

reads as (¨PA ��Ë@ ú
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@QÓ@), “A woman wearing a blue dress is with a

small boy playing in the street.”. Similarly, in Fig. 10 (f), the word “man” (Ég. P) is paired
with the prefix (ø



) in the verb “wearing” (ø
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). The corresponding caption “A man with

a red shirt standing in front of a white building,” ( 	
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æJ.Ó ÐAÓ@
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These instances demonstrate the model’s capability for capturing Arabic grammar
and gender-specific verb conjugations.

The model was able to handle plural forms of verbs, incorporating masculine
plurals ( 	

àñ���), also known as ( �
é«AÒm.

Ì'@ ð@ð), added to the end of plurals. This is illus-
trated in Fig. 10 (e) with the word “they are sitting down” ( 	

àñ�Êm.
�'

) in the caption
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×), “A group of people sitting on a beach on a sunny
day.”. Also, the model demonstrates proficiency in distinguishing singular instances,
as seen in Fig. 10 (a) with the caption ( l .Ì' 	Q�K hñË úÎ« PYj

	
JÓ 	áÓ Ðñ

�
®K
 Ég. P), “A man rises from a

cliff on a skateboard.”. Furthermore, the model successfully distinguishes the presence
of young individuals in the scene. For instance, Fig. 10 (i) identifies the term “A lit-
tle boy” (Q�
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®£) in the caption (ÈAÓP PA�Ó Èñ£ úÎ«
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wearing a red jacket running along a sand path.”
Fig. 10 (a) generated a description that is “almost” identical to the reference

captions but missing the detection of the object “buildings” (ú



	
GAJ.Ó). However, this

object is correctly generated in Fig. 10 (h) with the word “building” (ú 	
æJ.Ó). How-

ever, Figure 10 (b) effectively describes a scene detecting elements like “soil road”
(ú


G
.
@Q
�
K

�
�K
Q£) and objects such as “bicycle” ( ék. @PX). Yet, it encounters difficulty generat-

ing the object “helmet” ( è 	Xñ 	
k) and mistakenly confusing it with the term “jacket”
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( èQ���). It is worth mentioning that the ARTIC model accurately captures specific
scenes. For instance, Fig. 10 (e) identifies the term “sunny day” (�Ò

�
�Ó ÐñK
) as in the

caption (�Ò
�
�Ó ÐñK
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×), “A group of people sitting on the beach
on a sunny day.” Also, Fig. 10 (j) recognizes the word “wave” ( ék. ñÓ) as in the
caption ( ék. ñÓ úÎ« l .
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wave,” and Fig. 10 (i) identifies the term “sand path” (ÈAÓP PA�Ó) as in the caption
(ÈAÓP PA�Ó Èñ£ úÎ«
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®£), “A little boy wearing a red jacket running

along a sand path.”
Fig. 12 shows instances where the ARTIC model generated inaccurate results,

highlighted in red. For example, Fig. 12 (a) shows a caption describing a boy playing
with a basketball, ( �
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æ
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�), “A little boy jumping for a basketball,”

despite the image depicting “two men engaged in a hockey game.”. Similarly, Fig.
12 (b) shows another mismatch. While the image features “A red airplane flying
above a mountain and releasing a red substance in flames,” the generated caption
pertains to (ÉJ.k. �

éÔ
�
¯ úÎ«
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 Ég. P), “A man wearing a red jacket standing atop

a mountain,” accurately detecting the color “red” (Z @QÔg) and the location “top of the
mountain” (ÉJ.k. �

éÔ
�
¯), but misinterpreting the context.

Unlike conventional approaches, ARTIC stands out as an encouragement of innova-
tion in addressing the challenge of Arabic image captions. This improvement indicates
a significant alignment with the formulations in ground truth captions, emphasizing
the proficiency of the proposed architecture in crafting meaningful image descriptions.
Our method’s ability in feature-text extraction, using attention mechanisms to focus
on salient image regions and features, sets it apart from existing approaches. The crit-
ical differences between ARTIC and other solutions, outlined in Table 2, emphasize
the contributions of our study across the following dimensions:

• Enhanced robustness of predictions
• Comprehensive evaluation metrics
• Accurate model evaluation

6.2 Enhanced robustness of predictions
Unlike the other approaches, ARTIC employs an ensemble learning approach, a strate-
gic combination of eight CNN models through a voting method, to refine the optimal
caption for each image. This significantly enhances the architecture’s performance
and strengthens its generalizability and robustness. By combining predictions from
diverse base models, ARTIC effectively reduces overfitting, ensuring a more reliable
and adaptable solution. Modern techniques, such as the majority voting approach, as
exemplified by [78], highlight the effectiveness of this ensemble strategy in producing
accurate and robust results.

6.3 Comprehensive evaluation metrics
In this study, we adopted an approach that considered a range of metrics to understand
the model’s capabilities better. It has been observed that while ARTIC demonstrates
superior performance in metrics such as ROUGE, METEOR, CIDEr, and SPICE,
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there was a noticeable difference in BLUE-2,3 and -4 scores compared to the work of
[61]. Although BLUE is a widely recognized metric for machine translation and image
captioning, it has been criticized for its simplicity and potential lack of correlation with
human judgment, especially in diverse and creative captions. Therefore, a balanced
assessment that considers multiple metrics will provide a more accurate representation
of the overall performance of a newly proposed model in this growing field of research.

The performance results of ARTIC using metrics such as ROUGE, METEOR,
CIDEr, and SPICE signify its ability to generate accurate and diverse captions and
its semantic richness and relevance to reference captions. These metrics offer a more
complete picture of the model’s proficiency in generating high-quality image captions
in Arabic. The improved ROUGE scores, for instance, indicate a higher level of con-
tent overlap, potentially leading to more coherent and contextually relevant captions.
Similarly, the enhanced SPICE scores suggest increased semantic similarity between
generated and reference captions, highlighting the practical utility of the ARTIC
approach. Our comprehensive analysis, consistent with the findings of [50], reveals
that SPICE outperforms other artificial metrics in aligning with human judgments in
model-generated captions. By incorporating SPICE into our analysis, we comprehen-
sively understand its significance and impact, offering a unique perspective beyond
the scope of conventional comparisons. At the time of our study, SPICE was not used
in the literature.

6.4 Accurate model evaluation
The scarcity of data for Arabic image captioning study is an important factor in lower
scores. Arabic Flickr8k dataset, which has 8,092 images and 24,276 captions as 3 cap-
tions per image, is currently the finest resource for Arabic image captioning. However,
researchers in [29] have also attributed the lower scores to the morphological com-
plexity of the Arabic language, resulting in sentences having significantly fewer words
than most other languages and consequently much higher error penalties in metrics
based on n-gram similarity such as BLEU. In comparison to English captioning, Ara-
bic captioning exhibits fewer satisfactory outcomes. This discrepancy can be related to
the richness and complexity of the Arabic language. Additionally, the ARTIC model
relies on captions initially created in English and then translated into Arabic, a pro-
cess that may only sometimes correctly capture the true essence of the image, events,
or characters. Furthermore, the dataset for Arabic captioning is smaller than that for
English captioning, and expanding the dataset size in the future will likely enhance
the performance of the Arabic captioning task.

In particular, we encountered a publicly available dataset with a distinct splitting
approach, a factor often disregarded in comparative studies, leading to a potential dis-
crepancy in result interpretation. This difficulty emphasizes the need for standardized
dataset practices to ensure fair and meaningful comparisons in image caption research.
Therefore, unlike the other studies using the Flickr8k data set, we followed the rec-
ommendations of [88] regarding the significance of appropriate dataset partitioning,
including training, validation, and testing. Our dataset-splitting methodology con-
tributes to the robustness and applicability of deep learning methodologies in image
description.
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6.5 English image captioning analysis
In general, our model demonstrates proficiency in generating captions that are not
only relevant but also accurate in describing the image content. As demonstrated in
Fig. 11, we have provided several sentence examples produced by our caption method
from the Flicker30K dataset to validate our model’s effectiveness further. The high-
lighted text is used to identify the generated captions. As it was clear from Fig. 11(a)
how the model can produce the word "racer" rather than just "a man". we can observe
how the model determines gender (man) in figures Fig.11(b), Fig.11(c), Fig.11(d),
Fig.11(i), and (woman) in Figure Fig.11(f). Objects as "saxophone" Fig.11(d), "hel-
met" Fig.11(b) , and "bag" Fig.11(i) was correctly recognized. An illustration of how
the model can represent an object’s location as "in front of" is provided in Fig.11(g).
The description of the sites was available through the picture Fig. 11(e) in the sen-
tence "on a railroad track," through the second picture Fig. 11(h) in a sentence "on a
snowy mountain", and Fig. 11(i) "the street". Additionally, the example in Fig.11(b)
"is riding" and Fig.11(c) "is throwing" effectively convey the setting. The "suite" was
generated for Fig. 11(i) to clarify that it belongs to a certain outfit.

However, inaccurate captions are shown in Fig.13 from the Flicker30K dataset,
highlighted in red. Fig.13(a), mistakenly add "and a" without needs, the caption de-
scribes the person who is sitting on the horse as a “man” however, the references
contain options as: "man," "woman," or "person". On the other hand, the generated
caption produces "a group of people sitting," but the caption includes "a car" incor-
rectly instead of the "screen"; the model has trouble recognizing these complicated
settings.

7 Limitations and Research Opportunities
The proposed Model for Arabic Image Captioning faces some challenges: 1) It is no-
ticeable that the model interprets some areas’ color as the color of another area or
clothes; a single factor might have multiple attributes, but learning to recognize at-
tributes is still a challenging task in computer vision. 2) In some cases, the model
fails to produce the correct number of elements in the target image; however, counting
the number of items is a higher level of artificial intelligence than object recognition.
3) It is possible that the model fails to recognize complicated settings, which causes
erroneous interpretations.

Future advancements in Arabic image captioning can address the limitations
through targeted research. Firstly, effectively detecting and distinguishing items within
images may require improving object recognition algorithms. Secondly, improving the
preparation and collection of the Arabic image-captioning dataset could provide a
greater foundation for training and assessment. In addition, creating and implementing
more thorough evaluation metrics specific to the Arabic domain can offer a more com-
prehensive evaluation of the quality of captions. Finally, enhancing the visualization
of image captioning models can be informative to see how the model pays attention
to particular image sections when creating captions. These research avenues promise
to enhance models’ effectiveness and adaptability impact in Arabic image captioning
applications.
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8 Conclusion
This study investigated the complex task of Arabic image captioning, exploring the
boundaries of its current capabilities. We have demonstrated the potential for signifi-
cant advancements in this domain by deploying a transformer-based architecture with
an attention mechanism. The thorough evaluation of the Arabic Flickr8K dataset,
accompanied by standard metrics and measures, has revealed the robustness and ef-
fectiveness of the proposed model. In our experiments, we evaluated our model using
Flickr30k English datasets. This approach ensures that the performance of our model is
generalizable beyond the original training data. The results were promising, especially
when compared to state-of-the-art models.

Significant achievements include surpassing the performance of previous work using
the same dataset and establishing our model to generate high-quality and contextually
relevant captions. The model’s ability to navigate the complexities of Arabic grammar,
including gender-specific conjugations and plural forms of verbs, signifies a substantial
stride in multilingual image captioning. The comprehensive analysis of correct and
incorrect captions has provided valuable insights into the model’s strengths and areas
for potential refinement. These findings contribute to the advancement of Arabic image
captioning and a deeper understanding of the challenges of the rich Arabic language.
We carefully considered the shortcomings of our methodology and suggested possible
directions for further investigation to assist other researchers in improving the field of
image captioning.

Beyond the immediate scope of Arabic image captioning, the research carries
broader implications for the intersection of computer vision and natural language
processing. The success of the transformer-based architecture prompts considerations
for its application in other computer vision tasks requiring relational understanding.
The careful handling of grammar, gender distinctions, and contextual complexities
sets a roadmap for exploring multilingual models capable of accommodating diverse
linguistic intricacies.
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Figure 10: Samples of correct captions (highlighted in yellow) generated by the pro-
posed model based on Arabic Flickr8k dataset
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Figure 11: Samples of correct captions (highlighted in yellow) generated by the pro-
posed model based on English Flickr30k dataset
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Figure 12: Samples of incorrect captions (in red color) generated by the proposed
model based on Arabic Flickr8k dataset

Figure 13: Samples of incorrect captions (in red color) generated by the proposed
model based on English Flickr30k dataset
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