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a b s t r a c t 

The surge in cyber-attacks has driven demand for robust Intrusion detection systems (IDSs) to protect 

underlying data and sustain availability of network services. Detecting and classifying multiple type of 

attacks requires robust machine learning approaches that can analyze network traffic and take appropri- 

ate measures. Traffic data usually consists of redundant, irrelevant, and noisy information, which could 

have a negative influence on the model performance. In this paper, we propose an improved bio-inspired 

meta-heuristic algorithm for efficient detection and classification of multi-stage attacks. The proposed 

model uses a one-versus-all sub-model based technique to deal with the multi-class classification prob- 

lem. Each sub-model employs an enhanced Harris Hawk optimization with extreme learning machine 

(ELM) as the base classifier. This hierarchy produces the best subset of features per attack, along with 

optimized ELMs weights, which can improve the detection rate significantly. The proposed technique was 

tested against various meta-heuristic algorithms and multi-class classifiers using the UNSWNB-15 dataset. 

In seven different types of attacks, experimental results outperformed other existing methods in terms of 

decreasing the crossover-error rate and obtaining the best values for the G-mean measure. 

© 2022 Elsevier Ltd. All rights reserved. 
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. Introduction 

The demand for a robust Intrusion Detection System (IDS) is 

rowing day by day with widespread internet applications and 

ervices. Online teaching, e-commerce, and video-conferencing, 

mong many others, have expanded the utilization of web re- 

ources. In line with the increase of the computer network and 

nternet spread, the cyber security breach and intrusion incidents 

ere increased with the availability of the newly developed hack- 

ng tools, which were used to violate the CIA principles (confiden- 

iality, integrity, and availability). Despite using different protection 

echniques such as firewalls, encryption, and anti-malware tools 

o prevent cyber threats, cyber-attacks are increased, and new at- 

acks (known as zero-day attacks) become a significant problem 

or the security of the spread of computer networks ( Moustafa 

t al., 2017a; Zhou et al., 2020 ). 

As a result, creating and utilizing sophisticated IDSs is neces- 

ary to protect against recent attacks. An intrusion detection sys- 

em (IDS) is a defensive wall that is in charge of spotting suspi- 

ious activity (intrusions) by keeping a close watch on network 

raffic and logs and taking appropriate countermeasures against 
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hreats ( Krishnaveni et al., 2020 ). Recently, machine and deep 

earning techniques were adopted in building such an IDS ( Al- 

adi, 2020; Alkadi et al., 2020b ). Various IDSs have been proposed, 

hich can be categorized based on different criteria, such as the 

ource of data, detecting, and response mechanisms. Host-based 

nd network-based are the categories of IDSs, distinguished based 

n the source of data, which are either the client devices or the 

etwork traffic according to these categories. The anomaly and 

ignature-based techniques are distinguished categories according 

o the detection mechanism ( Alkadi et al., 2020a ). Signature-based 

DSs detect threats by identifying the client activities’ behavior 

attern and comparing it with pre-saved intrusion patterns in 

he database. The database should be updated periodically in or- 

er to detect new threats with distinguished patterns. In contrast, 

n anomaly-based IDS uses a pre-trained normal activity profile, 

hich is used to compare the traffic activity and recognize the ab- 

ormal one. 

The feature selection (FS) process substantially impacts how 

ell an IDS performs in addition to the machine learning classifica- 

ion techniques that comprise its foundation. Therefore, IDS effec- 

iveness can be significantly increased by seamlessly choosing ro- 

ust features and integrating them with the classification process. 

ne of the approaches to implementing feature selection is the 

eta-heuristic algorithms. Bio-inspired meta-heuristic algorithms 

https://doi.org/10.1016/j.cose.2022.102957
http://www.ScienceDirect.com
http://www.elsevier.com/locate/cose
http://crossmark.crossref.org/dialog/?doi=10.1016/j.cose.2022.102957&domain=pdf
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mitate the common behavior of biological species followed by cer- 

ain conditions, such as actions taken while searching and chasing 

rey. These algorithms can be suitable for dynamic environments 

nd with data having different dimensions. Moreover, these algo- 

ithms have shown superior performance in solving optimization 

roblems ( Heidari et al., 2019 ). Due to their learning and adaptabil-

ty, bio-inspired machine learning and deep learning techniques for 

DSs can keep up with various threats and attacks. Furthermore, 

ecause IDSs handle a considerable quantity of data and recog- 

ize online intrusions in a dynamic and multi-dimensional domain, 

hey can be utilized to build an efficient IDS. 

This paper proposed an efficient multi-stage attack detection 

DS with a bio-inspired feature selection strategy. The proposed 

odel employs a one-versus-all approach for training, which re- 

ults in N submodels, where N is the number of attacks in the 

ataset. Then, an enhanced Harris Hawks optimizer is used in 

ach submodel, abbreviated as Improved Harris Hawks optimizer 

IHHO). IHHO is executed in association with the Extreme Learning 

achine (ELM) for feature selection and optimizing the weights. 

he suggested model identifies various forms of staged attacks in 

 dynamic and realistic manner, with the ability to recognize the 

ost informative features at the attack level. 

The contribution of this paper is summarized as follows: 

• Improving the efficacy of the IDSs by minimizing the crossover- 

error rate, and strengthen the IDS to recognize different types 

of attacks. 
• Developing a one-versus-all approach for converting the multi- 

class classification problem into N binary classification prob- 

lems, each corresponding to a single type of attack. 
• Improving the standard Harris Hawks optimizer with rapid con- 

vergence for best fitness with fewer iterations and an improved 

transfer function is proposed to widen the covered search space 

and better handle the local optima problem. 
• Developing an integrated approach based on the IHHO and ELM 

for feature and parameter optimization. Thus, produce a use- 

ful feature set for each type of attack, and optimize the ELMs 

weights. 
• Applying the proposed model to the different attacks within 

the UNSWNB-15 network intrusion dataset and ranking the fea- 

tures according to their importance. 

The rest of the paper is organized as follows: Section 2 lists 

nd discusses recent work IDSs, Section 3 explains in detail the 

roposed system and some key preliminaries of the utilized tech- 

iques. Then, our findings and the conducted results are discussed 

n Section 4 . Finally, the paper is concluded in Section 5 . 

. Related works 

In the field of information and network security, IDSs are gain- 

ng prominence. As a result, an IDS performance was developed, 

nhanced, and improved using a variety of methodologies and pro- 

edures. Recently, machine learning and deep learning have rev- 

lutionized the trend in better attack detection and boosted IDS 

erformance. Several works considered distinguishing the anoma- 

ies from the normal traffic as a binary classification problem with- 

ut focusing on the underlying types of anomalies. Different Ma- 

hine Learning (ML) techniques and algorithms were used and hy- 

ridized as the core of the IDS. These algorithms were used to- 

ether with the optimization algorithms for feature selection and 

arameters optimization, which significantly affects the output re- 

ults. The bio-inspired algorithms performed effectively in improv- 

ng and optimizing the IDSs. Various algorithms, such as the GWO, 

IO, and IWD, were used for feature selection, yet these algorithms 

aced two main problems: discretization and binarization. Table 1 
2

ummarize the previous state-of-the-art techniques and methods 

or IDS. 

( Alazzam et al., 2020 ) used a wrapper feature selection al- 

orithm for IDS based on a pigeon-inspired optimizer (PIO). A 

igmoid transfer function was utilized to binarize the continu- 

us pigeon optimization algorithm. Similarly, a cosine similarity 

echnique was used for the discretization process. The results of 

he proposed PIO-based approach were compared with the tradi- 

ional way of binarizing continuous swarm intelligent algorithms 

n terms of True Positive Rate, False Positive Rate, accuracy, and 

-score for three different datasets: KDDCUPP99, NSL-KDD, and 

NSW-NB15. The results showed that the PIO-based technique 

utperforms the other swarm intelligent algorithms according to 

he utilized measurements. Yet, the proposed IDS was used as a 

inary classification problem to detect the abnormal traffic with- 

ut determining the type of abnormality. 

Similarly, ( Acharya and Singh, 2018 ) proposed a novel mecha- 

ism that utilizes the Intelligence Water Drops (IWD) algorithm for 

nhancing the performance of the IDS. IWD is a nature-inspired 

lgorithm that starts by representing the search space as a graph 

ith a set of nodes N and edges E. The IWD initializes a set of 

aths over the graph, then uses these paths to form the feature 

ubset. Each subset is evaluated using the SVM classifier, and the 

est-performed solution will be kept as the best solution so far till 

he termination condition is met. The KDDCUP99 dataset was uti- 

ized to assess the suggested algorithm using false alarms, detec- 

ion rate, and accuracy criteria for evaluation purposes. The main 

rawback of this technique is the exhaustive complexity in terms 

f time and resources when the dimension of the dataset becomes 

arger since the graph will be long and have different branches 

ith various lengths. The proposed model was developed to clas- 

ify the input into normal and anomalous activity without distin- 

uishing between different types of attacks. 

Apart from the significance of the feature selection process, var- 

ous IDSs were improved by focusing on enhancing the classifica- 

ion process regarding the bio-inspired meta-heuristic for param- 

ter and configuration optimization. Ensemble classification was 

sed by ( Tama and Rhee, 2015 ), using the supervised particle 

warm optimization algorithm (PSO). PSO was combined with a 

orrelation-based feature selection and the ensemble of tree-based 

lassifiers (C4.5, Random Forest, and CART) with a majority voting 

echnique for classification. The proposed approach was evaluated 

sing the NSL-KDD dataset in terms of accuracy and false positive 

ate in normal vs. abnormal form. Different types of attacks were 

ot recognized. 

On the other hand, the need to recognize the underlying types 

f attacks has risen and gotten attention in the cyber-security field. 

herefore, researchers tried to consider the IDS as a multi-class 

lassification problem. ( Alzubi et al., 2020 ) modified the binary 

ersion of grey wolf optimizer (GWO) and applied it for the fea- 

ure selection problem for multi-attacks classification. The modi- 

ed GWO improves the population generation process by using the 

rossover operator and adding omega search agent ω to the three 

est grey leaders α, β , and δ to increase and diversify the search 

gents. As the features are selected, the SVM classifier is used to 

lassify the instances into various attacks. The solutions’ fitness is 

easured to preserve the best one. The results of the modified 

WO-SVM approach were evaluated based on the NSL-KDD dataset 

ompared to the results of the original version of GWO and PSO in 

erms of accuracy, detection rate, and false-positive rate with dif- 

erent splitting data scenarios. 

Although deep learning (DL) as a branch of machine learning 

as proved to be efficient with the ability to be used for various 

pplications, these algorithms required extra time and computa- 

ional resources. With the spread and the memory of the compu- 

ational resources, DL can be used to improve the IDS performance 
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Table 1 

Previous state-of-the-art techniques based intrusion detection systems. 

Publication Dataset Layers Classification Mode Method 

( Alzubi et al., 2020 ) NSL-KDD Single Multi-class ML 

( Alazzam et al., 2020 ) KDDCUP99 NLS-KDD UNSW-NB15 Single Binary ML 

( Acharya and Singh, 2018 ) KDDCUP99 Single Binary ML 

( Tama and Rhee, 2015 ) NSL-KDD Single Binary ML 

( Khalvati et al., 2018 ) KDDCUP99 Single Binary ML 

( Sharma et al., 2019 ) UNSW-NB15 KDDCUP99 Multi Multi-class ML 

( Basnet et al., 2019 ) CSE-CIC-IDS2018 Single Multi-class DL 

( Kasongo and Sun, 2019 ) NSL-KDD Single Multi-class DL 

( Qaddoura et al., 2021 ) IoTID20 Multi Multi-class DL 
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upported by the availability of the frameworks and packages that 

mplement DL, such as Pytorch, Keras, and Tensorflow. Using these 

ackages to implement an improved IDS system was presented 

y ( Basnet et al., 2019 ). The CSE-CIC-IDS2018 dataset was used to 

valuate the IDS, which was implemented using the DL packages 

n both CPU and GPU infrastructure. No feature selection was used 

ith a binary classification problem. Accordingly, the implemented 

DS forms a basic and a simple DL-based IDS. A further improve- 

ent in the implemented IDS is required to achieve the state-of- 

he-art performance for such IDS. 

Dimensionality reduction and feature selection can also be 

sed with DL algorithms. A filter approach for feature reduction 

as used with the DL model for IDS in a wireless network by 

 Kasongo and Sun, 2019 ). As for the feature selection, the informa- 

ion gain (IG) filter approach was used, and then a DL feed-forward 

eural network was developed for the classification purpose. The 

ccuracy, precision, and recall measurements are used to evaluate 

he proposed IDS compared to various ML algorithms based on the 

SL-Knowledge Discovery and Data mining (NSL-KDD) dataset. The 

esults showed that the DL-based approach outperformed the ML 

lgorithms. The drawback of the proposed method is selecting fea- 

ures is implemented on the overall dataset by considering all at- 

acks. Hence, the feature x may be insignificant for the particular 

ttack, but it will be selected for another attack. 

The works mentioned earlier for binary and multi-class classi- 

cation were built as a single layer to improve IDS’ performance. 

he multi-layers approach was recently adopted and applied to im- 

rove the IDSs performance using ML and DL techniques. In con- 

rast, various multi-class classification-based IDS were proposed to 

mplement a multi-attack detecting IDS. A one-versus-all technique 

as proposed by ( Sharma et al., 2019 ) using ELM for classification 

nd an extra-trees algorithm for feature selection. The multi-class 

lassification problem is formed as N binary classification problems 

o detect each attack separately in the UNSWNB-15 and NLS-KDD 

atasets. The output of the ELM classifiers is merged in the final 

tep using a softmax layer to produce the final predictions. 

Although, A Multi-layer DL strategy was also used to im- 

rove the performance of the DL-based IDS. Multi-layer deep 

earning-based IDS for internet-of-things (IoT) was proposed by 

addoura et al. (2021) . This approach aims to detect different types 

f attacks in the IoT environment. Accordingly, two layers with the 

versampling technique were used; the first layer is responsible 

or recognizing the normal traffic. Accordingly, the second layer 

s used to recognize the type of attack using two stages; sequen- 

ial and long-short term memory (LSTM). The IoTID20 dataset was 

sed to evaluate the multi-layer DL approach. 

Similar to the reviewed work, the proposed approach aims to 

olve all the problems using tightly integrated steps for multi- 

lassification, feature selection, and parameter and configuration 

ptimization. Accordingly, feature reduction and ELM weight op- 

imization will be accomplished using a one-versus-all tech- 

ique and an improved bio-inspired algorithm (IHHO). As a re- 

ult, rather than using the entire dataset, the suggested ap- 
3

roach can identify the most informative features at the attack 

evel. 

. Bio-inspired intrusion detection system 

.1. Enhanced harris Hawk’s optimizer 

Harris Hawks Optimizer (HHO) was recently established as an 

ptimization algorithm by ( Heidari et al., 2019 ) to be used for solv- 

ng global optimization problems. The HHO mimics the intelligent 

unting behavior of the Harris Hawks birds in nature. The HHO in 

articular and optimization algorithms, in general, depend on the 

ptimized solution’s consecutive building, which depends on the 

est solutions built iteratively. In order to cope with the nature of 

he optimization process, some of the worst solutions will be con- 

idered in the initial solutions, and these solutions may form the 

est solution in the upcoming generations. Fig. 1 shows the major 

hases of the HHO ( Heidari et al., 2019; Piri and Mohapatra, 2021; 

oo et al., 2019 ). 

The HHO’s dynamic hunting habit allows it to operate in dy- 

amic and realistic situations. Because network traffic fluctuates, 

he FS for IDS is seen as a dynamic environment. We adopt the 

HO in this work for optimization and feature selection. Although 

HO excels in terms of ease of implementation, speed of compu- 

ation, and efficiency in traversing search space, it, like all meta- 

euristic algorithms, suffers from delayed convergence and falls 

nto local optima in some circumstances ( Hussien and Amin, 2022; 

ardani et al., 2021 ). For that, in this work, we proposed enhance- 

ents to the basic HHO to strengthen the searching capabilities to 

nsure local and global optimization, avoid trapping into local op- 

ima during optimization, and speed up the HHO’s convergence. 

The information gain (IG) values in the suggested model will 

irect initialize the first population in the wrapper-based method. 

his methodology combines both procedures into a single step to 

ake advantage of the wrapper-based method’s high accuracy and 

he filter-based method’s speed. In other words, using the filter- 

ased method, the classic merging method chooses a certain num- 

er of the highest ranking features. The selected features will then 

e given to the wrapper-based, done in different processes, to se- 

ect the best from the input features set. 

IG is a popular measure of the effect of attributes or the at- 

ribute importance in a specific dataset; according to the informa- 

ion theory, when the IG value of an attribute is increased, that 

eans more importance of that feature ( Gao et al., 2014 ). 

The information theory metric, which characterizes the purity 

f an arbitrary collection of samples, typically uses entropy. The 

nformation Gain (IG) and Gain Ratio (GR) are built on this founda- 

ion. The entropy measure is used to determine the unpredictabil- 

ty of a system ( Malathi and Manimekalai, 2021 ). 

(Y ) = 

∑ 

y ∈ Y 
p(y ) log 2 (p(y )) (1) 
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Fig. 1. Standard HHO phases. 
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he marginal probability density function of the random feature Y 

s p(y). There is an association between features X and Y if the de- 

ected Y values in the training data set S have divided consorting 

o the values of the following feature X. The entropy of Y concern- 

ng the split produced by X is less than the entropy of Y before

ividing. Where the conditional probability of y is p(y | x ) for given

 ( Malathi and Manimekalai, 2021 ). 

(Y | X ) = 

∑ 

x ∈ X 
p(x ) 

∑ 

y ∈ Y 
p(y | x ) log 2 (p(y | x )) (2)

iven that entropy is a condition of impurity in a training set S, 

t can be used to provide a metric that represents the degree by 

hich the entropy of Y lowers by excogitating extra information 

bout Y rendered by X. IG is the abbreviation for this measurement 

 Malathi and Manimekalai, 2021 ). 

G (X ) = H(Y ) − H(Y | X ) = H(X ) − H(X | Y ) (3)

After calculating the IG values, the min-max normalization 

echnique is applied to make the lowest value is equal to zero, and 

he largest one is equal to 1 using Eq. 4 . 

ormalizedIG (i ) = 

(IG (i ) − MinIG ) 

( Ma xIG − MinIG ) 
(4) 

Where IG (i ) represents the information gain of the i th feature, 

inIG and MaxIG indicate the minimum and the maximum values 

f the IG in the IG vector, respectively. 

In population-based algorithms, some probabilities are consid- 

red the worst solutions, which may form the best solutions in the 

pcoming generations. For that, the proposed model works by di- 

iding the population into two parts: 

1. The first part represents the injected population ratio (25%, 50%, 

75%, and 100%) from the original population size, which will 

be initialized based on the IG value of each feature by gener- 

ating a random number between 0 and 1. After that, check if 

the random number is less than the feature’s IG, then select 

the feature; otherwise, the feature will never be selected. Here, 

the injected ratio is the ratio of the population size that will 

be initialized using the proposed initialization technique. Fur- 

thermore, when we used a 25% ratio, we mean that 25% of the 

initial population will be generated based on the IG values. In 

contrast, the rest of the population (75%) will be generated in a 

random way. As such, the overall population will be generated 
4 
using the IG values when the injection ratio is equal to 100%. 

This operator is employed to give a high probability of the high 

IG value to be included in the first population, as shown in 

Eq. 5 . 

P (i ) = 

{
1 , i f rnd < Normalized IG (i ) 
0 , i f rnd ≥ Normalized IG (i ) 

(5) 

where P i is the binary representation of the i th feature in the 

initial population and rnd is a random number in the range 

[0,1]. 

2. The second part represents the rest of the population, which 

will be initialized using the traditional random way by generat- 

ing a random number between 0 and 1. Then check the values, 

in case the value is greater than 0.5, then select this feature; 

otherwise, deselect this feature, as shown in Eq. 6 . 

P (i ) = 

{
1 , i f rnd > 0 . 5 

0 , i f rnd ≤0 . 5 

(6) 

Where P i is the binary representation of the i th feature in the 

initial population and rnd indicates a random number bounded 

by 0 and 1. 

The final step is to combine the two generated halves to cre- 

te the initial population set, which the IHHO algorithm will then 

rocess to pick the optimal feature set. 

The transfer functions (TFs) are commonly used to map the 

ontinuous search space into binary search spaceis build com- 

only using S-shaped and V-shaped TFs families ( Alzaqebah 

t al., 2020; Ghosh et al., 2020; Mirjalili and Lewis, 2013 ).To en- 

ance the searching capabilities, the proposed model uses the 

-shaped function ( Ghosh et al., 2020 ) as giving in Eq. 7 and

q. 8 ( Beheshti, 2021 )) and illustrated in Fig. 3 . 

 1 (x ) = 

1 

1 + e −x 
(7) 

 2 (x ) = 

1 

1 + e x 
(8) 

The algorithm’s increased complexity is the main disadvantage 

f employing the X-shaped TF. Due to this complexity, it is neces- 

ary to assess each potential position in order to keep the best one. 

espite this shortcoming, this approach has the benefit of covering 
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Fig. 2. Improved initialization phase of IHHO. 
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 large portion of the search space and guarantees greater dynam- 

city in handling the IDS environment. To address this issue, we 

ocus on accelerating the evaluation process in our work. 

Extreme Learning Machine (ELM) was introduced by 

uang et al. (2004) as a new learning scheme for feed-forward 

eural network (FFNN) to overcome the weakness of the FFNN. 

he ELM works by assigning random values for the input weights 

nd hidden biases, then computing the hidden layers output in 

ne step. Then, the output weights are assigned using Moore 

enrose (MP) generalized inverse. Thus, it was proven that ELM 

chieves the lowest training fault, the lowest norm of weights, and 

he best generalization performance with a high-speed training 

rocess ( Feng et al., 2021; Huang et al., 2004 ). 

In summary of this work, a novel binary version of the HHO 

lgorithm is proposed, which is denoted as the improved Har- 

is Hawk Optimization algorithm (IHHO). First, the population ini- 

ialization phase was improved by using an integration of the FS 

echanism in the filter-based approach with the mechanism of the 

rapper-based approach, as illustrated in Fig. 2 . This improvement 

as attained by measuring each feature’s importance using a filter- 

pproach technique, then using the resulting values to guide the 

ubset features in the initial population. This improvement guar- 

ntees that the most suitable solutions will be included in early 

terations, which immediately accelerates the algorithm’s conver- 

ence. 

Consecutively, an X-shaped transfer function is used to improve 

he searching capability of the standard HHO. The additional ad- 

antage is acquired using the X-shaped TF by balancing between 

he exploration and exploitation phases. Because these processes 

dd complexity when calling the fitness function to evaluate the 

enerated solutions, the balancing of exploration and exploitation 

s also subject to affordable resources. Because the ELM is regarded 

s a high-speed method, it is utilized as a basis classifier in the 

HHO to overcome this drawback. ( Huang et al., 2004 ). Algorithm 1 

hows the proposed IHHO. Hence the IHHO differs from standard 
5 
HO by using the intelligent initialization technique presented in 

gure. 2 to adopt the most relative features from the beginning. 

n addition, the X-shaped TF was utilized during update positions 

rocesses to widen the search strategy. And in each fitness evalua- 

ion call, the ELM was also used as the base classifier. 

It’s worth noting that the IHHO’s computing complexity is 

ainly determined by three processes: hawk initialization, fitness 

valuation, and updating. The computing complexity of the initial- 

zation operation with N hawks is O (N + D ) since the IG should 

e computed for D features. Let us assume that the T and D rep-

esent the maximum number of iterations and the problem’s di- 

ension. The updating process has a computational complexity of 

 (T × N × D ) , which is made up of searching for the optimal loca-

ion and updating the location vector of all hawks. In addition, the 

valuation of N hawks requires O (N) . The X-shaped TF will call the 

tness function more than one time in each updating process. For 

hat, the ELM was utilized to overcome this additional calling com- 

lexity. Finally, there are no changes in the other steps’ complexity 

resented in the original HHO. Therefore, the computational com- 

lexity of IHHO is O (N × T × D ) . 

.2. Hierarchical approach for attacks classification 

An efficient IDS is proposed for multi-attack classification based 

n n models and an optimized IHHO optimization algorithm. In the 

roposed approach, the one-vs-all technique is used by breaking 

own the multi-class classification problem into N binary classifi- 

ation problems, The hierarchy is represented by splitting the over- 

ll multi-class problem into binary classification problems. While N

s the number of class labels in the used dataset in order to mini- 

ize the load and the complexity since the multi-class classifier is 

ore complex compared with the binary classifier ( Sharma et al., 

019 ). 

Each sub-model is trained to recognize and detect this attack 

ather than others, acting as a binary classifier and an optimizer for 
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Fig. 3. Function of X-shaped Transfer. 
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 particular attack. As a result, each sub-model will generate the 

ptimal selection of features for detecting this attack, along with 

he optimized ELM weights and biases. 

The utilized dataset, which contains ten class labels (nine at- 

acks and one for normal), will be split into ten datasets. Each one 

ncludes instances of the i th attack and the same ratio from other 

ases and is set to be a non-attack label. This process trains each 

ub-model to distinguish the assigned type of attack. In the train- 

ng phase, each sub-model utilizes the proposed IHHO to select the 

est features set that describe the assigned attack and optimize 

he ELM weights and biases for the used ELM in the sub-model. 

urthermore, each sub-model produces a trained model with the 

est features set and the optimized ELM’s weights and biases for 

he significant type of attack. Finally, the testing set will be passed 

hrough each sub-model and extracting the correct predictions of 

he attack that trained for. The N − 1 prediction sets (all attacks 

nstead of the normal one) will be grouped to form the final pre- 

ictions of the model, while all other unclassified attacks will be 

onsidered normal traffic. Fig. 4 shows the overall environment of 

he proposed work. 

It is essential to mention that, in the ensemble approach, each 

ub-model predicts the class label for a specific instance. Then, us- 

ng techniques such as voting or averaging, the model produces the 

nal prediction. But for multi-class classification, each sub-model 

s responsible for detecting a specific type of attack. If only one 

ub-model recognizes the attack, there is no problem, but if more 

han one sub-model recognizes the tested instance as an attack, 

hich one will be obtained as the predicted attack?. Therefore, 

e kept the training accuracy for each sub-model in the proposed 

odel during the training phase. If more than one sub-model indi- 

ates the attack, the sub-model with the highest training accuracy 

ill be considered the most reliable recognizer and set the predic- 

ion as the attack for which this sub-model is responsible. 

. Experimental results and discussion 

.1. Dataset 

.1.1. Dataset description 

UNSW-NB15 dataset is an intrusion detection dataset developed 

y IXIA perfect storm, and it targets more realistic network traffic 
6 
nd novel types of modern attacks ( Shushlevska et al., 2022 ). Tcp- 

ump tool used to generate pcap files with a size of almost 100GB 

ith a hybrid of real normal activities and synthetic contempo- 

ary attack behaviors. It employed Bro-IDS tools with twelve al- 

orithms to generate 49 attributes with nine different attacks and 

 class for normal traffic. It was widely used for proving and test- 

ng algorithms and techniques for solving the intrusion detection 

ystem since the multi-class problem is more challenging than the 

inary-classes problem ( Sharma et al., 2019 ). The attacks are DOS, 

hellCode, Worms, Fuzzers, Backdoors, Exploits, Analysis, Generic, 

nd Reconnaissance. The generated attributes are grouped into six 

ain categories ( Alazzam et al., 2020 ). For more details about 

he dataset and features description, see the researches from the 

niversity of New South Wales - Sydney ( Moustafa et al., 2017a; 

oustafa and Slay, 2015; 2016; Moustafa et al., 2017b; Sarhan 

t al., 2020 ). 

On the other hand, the proposed model includes a sub-model 

or identifying normal traffic and dealing with other forms of at- 

acks. This sub-unidentified model’s traffic will be deemed anoma- 

ous traffic. The unrecognized traffic in the normal sub-model will 

e treated as a separate category for future work. Which will be 

sed in the categorization process to identify it as atypical behav- 

or without defining the type of anomaly. 

The dataset is divided into training and testing sets, where the 

raining set contains 175,341 instances and the testing set includes 

2,332 instances. Fig. 5 shows the data distribution (training and 

esting) among all class labels in the dataset. 

.1.2. Data preprocessing 

In this early stage of data preparation, the data is pre-processed 

nd cleaned form to feed into the algorithm in order to avoid over- 

tting and process the outliers. The preparation stage implements 

he following processes in general: missing value removal, dupli- 

ate data removal, data transformation, and data normalization. As 

he utilized dataset does not include any missing or duplicate val- 

es, only data encoding is implemented by converting the sym- 

olic data into numerical representations. The class labels will be 

ncoded into numbers from 1 to 10 as follows: {’analysis’: 1, ’back- 

oor’: 2, ’dos’: 3, ’exploits’: 4, ’fuzzers’: 5, ’generic’: 6, ’normal’: 7, 

reconnaissance’: 8, ’shellcode’: 9, ’worms’: 10}. 
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Fig. 4. The Proposed Hierarchical IDS. 
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Six features were eliminated from the dataset from an ex- 

ert in the domain since they were repeated; these features 

ave no relationships with the detection or classification process. 

hese features are Source IP address (srcip), Source port number 

sport), Destination IP address (dstip), Destination port number 

dsport), record start time (Stime), and record end time (Ltime) 

 Alazzam et al., 2020 ). These features represent static data, such 

s the source IP and the port number, which can vary from site 

o site, and this variation is not determinant of whether the traffic 

as an attack or not. Additionally, the attacks can occur at any time 

nstead of the start and end times. For that, these attributes cannot 

e considered as features for the traffic, which was eliminated by 

he work of Alazzam et al. (2020) ; Sharma et al. (2019) ; 

For data normalization, the min-max approach was used to 

cale the data in the range of [0,1] as given in Eq. 9 

 Normalized = 

X − X Min 

X Max − X Min 

. (9) 

For the class imbalance problem, sampling is implemented. 

iven that the distribution of the training data among class la- 

els, as shown in Fig. 5 , is imbalanced, which can directly affect 

he performance of the classifier. Accordingly, for each data that 

elonged to a specific class label, a sub-set is selected for the train- 

ng process. Thus, let n be the size of instances that belong to the

lass, and n/ (N − 1) is selected only. Yet, given that the worm at-

ack contains only 139 tiny instances, the oversampling technique 

s used to increase the number of instances in this attack by 800%. 
7

.2. Experimental and parameter settings 

.2.1. Programming language and tools 

Matlab R2019a tool is used for implementing the proposed ap- 

roach on an Intel Core I7 machine, 2.6 GHz with 16 GB ram. The 

dvantages of using Matlab are the simplicity and the availabil- 

ty of supported toolboxes, such as parallel toolbox, which speeds 

p the computation. Moreover, Matlab processes complex data and 

s used for complex simulations and engineering problems. At the 

ame time, the Python programming language is used with pandas 

nd Sklearn libraries for data preparation and preprocessing, which 

lready has functions and procedures to preprocess and transform 

ata, such as preprocessing library ( Alazzam et al., 2020 ). The pro- 

osed and compared approaches are implemented using the same 

latform and programming language to get fair comparisons. 

.2.2. Sensitivity analysis and parameter settings 

The parameters used in the experiments were carefully estab- 

ished based on the sensitivity analysis. The analysis set up the 

umber of hidden neurons in the ELM network based on test- 

ng multiple values; these are 20, 40,60, 80, and 100 neurons 

 Alzaqebah et al., 2022 ) under two main activation functions, Sig- 

oid and Relu. Eqs. 10 and 11 show the formulas that represent 

hese functions respectively ( Sharma et al., 2019 ). 

f 1(x ) = 

1 

1 + e −x 
(10) 

f 2(x ) = Max (0 , x ) (11) 
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Fig. 5. UNSW-NB15 Data distribution. 

Fig. 6. Sensitivity results over RelU and Sigmoid activation functions using different number of hidden neurons. 
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As for the parameters of the proposed improvements in the ini- 

ialization phase, four injection ratios, 25%, 50%, 75%, and 100%, 

ere tested, and the average was used. The outcomes of the con- 

ucted sensitivity are shown in Fig. 6 , which are measured using 

he F1-Score, accuracy, and sensitivity, respectively. The higher the 

alue, the better the output is for these measures. As a result, it is 
8 
vident that 20 hidden neurons and the sigmoid activation func- 

ion were the optimal selections for the model. 

It is to be mentioned that all the experiments were obtained as 

he average of conducting 30 runs. The same environment and pro- 

ramming language were used to discuss and analyze fair results 

or all experiments. 
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1: Input: The population size N, the maximum number of 

iterations T , and the normalized IG vector, current iteration 

t = 1 . 

2: Output: The best location of the rabbit. 

3: Initialize the population X i (i= 1, 2, …, N) using the proposed 

improved initialization phase. 

4: while (t ≤ Max i teration ) do 

Calculate the fitness values of hawks using ELM. 

Set X rabbit as the location of the rabbit (best location). 

for (each hawk ( X i )) do 

Update the initial energy E 0 and jump strength J 

randomly. 

if ( | E |≥1) then � Exploration phase 
Update the location vector to explore and 

detect the prey in the search space. 

Calculate the probability using X-shaped TFs. 

Update the position of hawks based on best 

solution’s position. 

end 

else � Exploitation phase 

if ( r ≥0.5 and | E |≥ 0.5) then � Soft besiege 
vector to encircle the prey softly. 

Calculate the probability using X-shaped 

TFs. 

Update the position of hawks based on best 

solution’s position. 

end 

else if ( r ≥0.5 and | E | < 0.5) then � Hard besiege 
Update the location vector to encircle the 

prey hardly. 

Calculate the probability using X-shaped 

TFs. 

Update the position of hawks based on best 

solution’s position. 

else if ( r < 0.5 and | E |≥ 0.5) then 

� 

Soft besiege with progressive rapid dives 

Update the location vector using leafy 

flights technique. 

Calculate the probability using X-shaped 

TFs. 

Update the position of hawks based on best 

solution’s position. 

else if ( r < 0.5 and | E | < 0.5) then 

� 

Hard besiege with progressive rapid dives 

Update the location vector to minimize the 

average distance to the prey. 

Calculate the probability using X-shaped 

TFs. 

Update the position of hawks based on best 

solution’s position. 

end 

Update the best position of X rabbit 

t=t+1 
end 

5: Return X rabbit (best solut ion ) 

Algorithm 1: Pseudo-code of the proposed IHHO algorithm. 
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The population size is set to 10 according to ( Alzaqebah et al., 

022; Faris et al., 2018; Hammouri et al., 2020; Mafarja et al., 2019; 

afarja and Mirjalili, 2018 ), while the number of iterations is set 

o 100 based on ( Mafarja et al., 2019; Mafarja and Mirjalili, 2018 ).

he proposed approach achieves faster convergence, which means 

chieving the best fitness value in early iterations. Table 3 shows 

he parameter settings that will be used in this work after analyz- 
9 
ng the sensitivity of each one, as shown in the afterward section. 

able 4 shows the compared algorithms’ parameters. 

.3. Fitness evaluation 

The fitness function that is used within the optimization algo- 

ithm model is the objective that these algorithms aim to optimize. 

everal objective functions can be considered within the optimiza- 

ion algorithm based on the nature of the problem. Based on the 

FL theorem ( Wolpert and Macready, 1997 ) these objectives may 

ary. Two evaluation functions are used and tested in the pro- 

osed approach during experiments. First, classification accuracy is 

n important measure to be considered in the fitness function. On 

he other hand, the crossover error rate (CER), also known as an 

qual error rate (ERR), is considered because the domain of the 

roposed approach is connected with a security application. The 

ER aims to minimize the difference between the false-negative 

ate (FNR) and the false positive rate (FPR), which are also known 

s the false acceptance rate (FAR) and false rejecting rate (FRR) re- 

pectively. The lower the CER, the better the performance is. Fig. 7 

hows the general concept of the CER for the IDS system ( Awasthi 

t al., 2020; Liu et al., 2009 ). 

Moreover, since the feature selection processes aim to decrease 

he datasets dimensionality by selecting the minimum number of 

eatures. Specifically, the wrapper-based algorithms work by select- 

ng a subset from the original features set, then iteratively evalu- 

ting the performance using the selected subset of features and 

eeping the best performing features set. Thus, a small number 

f features is better in the FS. For that reason, the feature reduc- 

ion rate will be considered too in both fitness functions. Accuracy 

nd reduction rates are included as objectives of the fitness func- 

ion that represented in Eq. 12 ; hence the aim is to minimize the 

umber of features and increase the accuracy of classification. To 

void this contradiction, the accuracy is converted to a minimiza- 

ion problem by taking the error rate instead of the accuracy (1- 

ccuracy) ( Mafarja et al., 2017 ). While Eq. 13 represents the fitness 

unction that is concerned with minimizing the CER concerning the 

eduction rate. 

 F itness = α × (ERRrate ) + β × | R | 
| N| (12) 

 F itness = α × (| F AR − F RR | ) + β × | R | 
| N| (13) 
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Table 2 

Description of classes in the UNSW-NB15 dataset. 

Attack # of instances Description 

Normal 1,550,712 Normal, non-malicious flows 

Exploits 24,736 Are commands that influence the behavior of a host by exploiting a known vulnerability. 

Fuzzers 19,463 An attack in which the attacker sends massive volumes of random data to cause a system to 

crash while also attempting to find security vulnerabilities. 

Reconnaissance 12,291 A probe is a mechanism for acquiring information about a network host. 

Generic 5570 A strategy that targets cryptography and causes each block-cipher to collision. 

DoS 5051 Denial of Service (DoS) is an attempt to overburden the resources of a computer system in 

order to prohibit access to or availability of its data. 

Analysis 1995 A group that uses ports, emails, and scripts to target online applications with a variety of 

threats. 

Backdoor 1782 A method for getting beyond security measures by responding to specially designed client apps. 

Shellcode 1365 A type of malware that infiltrates a code in order to take control of a victim’s host. 

Worms 153 Self-replicating attacks that spread to other computers. 

Table 3 

List of the used parameters in the experiments. 

No. Parameter Value 

1. ELM type Basic 

2. Activation Function Sigmoid 

3. Number of hidden Neurons 20 

4. Population Size 10 

5. Max Number of iterations 100 

Table 4 

The parameter settings of the compared algorithms. 

Algorithm Parameter Value 

GA Crossover percentage 0.8 

Mutation percentage 0.3 

Mutation rate 0.02 

Selection scheme Random 

Tournament size 3 

Beta 8 

GOA C max 1 

C min 0.00004 

Upper bound 1 

Lower bound 0 

GWO Convergence constant α [2 0] 

HHO Upper bound 1 

Lower bound 0 

Transfer function S2 

Table 5 

The confusion matrix. 

Predicted 

Anomaly ( + ) Normal (-) 

Actual Anomaly ( + ) TP FN 

Normal (-) FP TN 
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here α and β are parameters between 0 and 1 to represent the 

eight of each objective ( β = 1- α), ERRrate indicates the classifi- 

ation error rate, R indicates the number of chosen features and, 

he overall number of features is represented as N . F AR and F RR

re the False Accepting and Rejecting Rate respectively, based on 

he literature; α is set to 0.99 and β equal to 0.01 ( Emary et al.,

016; Faris et al., 2018 ). 

.4. Evaluation metrics 

To evaluate the efficacy of the proposed model, the confu- 

ion matrix-based measures are used, which are; true-positive 

TP), true-negative (TN), false-positive (FP), and false-negative (FN), 

s shown in Table 5 . From these measures, the Accuracy, F- 

easure, FPR, CER, and G-Mean measures will be calculated using 

q. 14 through Eq. 21 . Additionally, the IDS applications should be 
10 
oncerned with other measures instead of accuracy. The sensitivity, 

pecificity, and cross-over error rate are crucial measures to evalu- 

te the performance of the IDS. 

• Classification Accuracy: the percentage of correctly classified 

classes in relation to the total number of classifications. and is 

calculated as: 

Accuracy = 

T P + T N 

T P + T N + F N + F P 
(14) 

• False Positive Rate (FPR): The proportion of normal that is iden- 

tified as an attack is measured. Which is calculated as: 

F P R = 

F P 

F P + T N 

(15) 

• False Negative Rate (FNR): The proportion of anomaly that is 

identified as normal. The FNR is calculated as: 

F NR = 

F N 

T P + F N 

(16) 

• Cross-over Error Rate (CER): Is the difference between false 

negative rate (FNR) and the false positive rate (FPR). Since the 

main aim of this work is to reduce the wrongly predicted in- 

stances for both types of errors FNR and FPR, and to minimize 

the intersection point between these two rates which calcu- 

lated as: 

CER = | F P R − F NR | (17) 

• Precision (P): the percentage of the total number of the indeed 

predicted attack instances divided by the total number of pre- 

dicted attack instances: 

P recision = 

T P 

T P + F P 
(18) 

• Recall (R): also called sensitivity, which is the percentage of 

total attacks instances that were correctly classified, true pos- 

itives (TP), divided by the total number of the actual attacks 

instances: 

Recall = 

T P 

T P + F N 

(19) 

• F1-Score (F-Measure): The FM is the mean of the precision and 

recall. Which is calculated as: 

F 1 − Score = 

2 ∗ Recall ∗ P recision 

Recall + P recision 

(20) 
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Table 6 

Results in terms of average of the proposed IHHO compared with other algorithms over 30 

runs based on fitness function in Eq. 12 . 

Algorithms Sensitivity F1_score Accuracy NumOf Features Reduction Rate 

GA 0.9968 0.8035 0.7281 15.75 62.50% 

PSO 0.9990 0.7984 0.7193 15.05 64.17% 

GOA 0.9979 0.7996 0.7181 12.95 69.17% 

ALO 0.9994 0.7974 0.7173 16.55 60.60% 

SSA 0.9996 0.7997 0.7228 23.95 42.98% 

HHO 0.9995 0.7922 0.7098 22.85 45.60% 

IHHO25% 0.9984 0.8073 0.7339 15.95 62.02% 

IHHO50% 0.9988 0.8083 0.7373 17.60 58.10% 

IHHO75% 0.9981 0.8118 0.7421 17.40 58.57% 

IHHO100% 0.9938 0.7883 0.7022 16.30 61.19% 

Table 7 

Results in terms of average of the proposed IHHO compared with other algorithms over 30 runs based 

on fitness function in Eq. 13 . 

Algorithms Sensitivity F1_score Accuracy CER NumOf Features Reduction Rate 

GA 0.9061 0.8069 0.7619 0.3209 20.05 52.26% 

PSO 0.8969 0.8055 0.7622 0.2997 20.30 51.67% 

GOA 0.8780 0.8001 0.7583 0.2665 18.20 56.67% 

ALO 0.9003 0.8050 0.7603 0.3114 20.85 50.36% 

SSA 0.9226 0.8095 0.7612 0.3590 24.95 40.60% 

HHO 0.8954 0.8029 0.7583 0.3050 25.95 38.21% 

IHHO25% 0.8939 0.8043 0.7609 0.2959 22.60 46.19% 

IHHO50% 0.9147 0.8055 0.7572 0.3505 24.60 41.43% 

IHHO75% 0.8701 0.7995 0.7602 0.2447 23.05 45.12% 

IHHO100% 0.8887 0.8047 0.7629 0.2801 24.10 42.62% 
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• G-Mean: Sensitivity and Specificity can be combined into a sin- 

gle score that balances both concerns.in order to evaluate the 

classification algorithm to deal with an imbalanced data. Geo- 

metric mean (G-Mean) is calculated as follow: 

G − Mean = 

√ 

Recall ∗ P recision (21) 

.5. Binary classification results 

In this section, preliminary results will be conducted in the bi- 

ary framework by converting all the attacks labels into one ab- 

ormal class label and leaving the normal. Accordingly, the dataset 

ill be formed of two class labels; normal and abnormal labels. 

or an accurate evaluation, the two fitness functions described in 

ection 4.3 were used separately in all tested algorithms. More- 

ver, the four versions of the proposed IHHO, Genetic Algorithm 

GA), Particle Swarm Optimization (PSO), Grasshopper Optimiza- 

ion Algorithm (GOA), Ant Lion Optimization (ALO), Salp Swarm 

lgorithm (SSA), and the original HHO will be evaluated and com- 

ared. 

Table 6 shows the results obtained using the fitness function 

hat is represented by Eq. 12 . These values were obtained over 30 

uns, and the average was calculated for each measure. Based on 

he accuracy and the reduction rate, the IHHO with a 75% injec- 

ion ratio achieved the best accuracy and F1-score with 74% and 

1%, respectively. GOA performs the best in terms of reduction 

ate. 

Table 7 shows the conducted the average results over 30 runs 

y using the crossover error rate as described in Eq. 13 for op- 

imization. Although, as clearly shown, the best CER value (min- 

mum) was obtained in the IHHO with a 75% injection ratio of 

4%, the minimum CER did not mean the best accuracy since 

oth CER and the reduction rate were employed in the fitness 

unction. 
11 
The best-performed version of the IHHO will be obtained and 

onsidered from these results for the upcoming experiments. The 

HHO with a 75% injection ratio is the best performed one, so from 

ow we will call it the IHHO. 

.6. Comparison with other meta-heuristics 

This subsection will present a comparison between the pro- 

osed IHHO and well-known meta-heuristic algorithms. The pro- 

osed multi-layers framework was used for all the compared al- 

orithms to show the model’s strength. Table 8 shows the results 

f the proposed IHHO, standard HHO, GA, and GWO algorithms in 

erms of classification accuracy, F1-score, G-mean, and CER. 

The improved HHO (IHHO) outperforms the other algorithms in 

ll measures. This improvement in the results is referred to using 

he smart initialization technique, which ensures the best fitness 

alues in early iterations and uses a robust searching technique 

o enhance the searching. The IHHO wins in 5 types of attacks 

egarding classification accuracy, F1-score, and G-mean measures. 

urthermore, IHHO performs better CER in 6 types of attacks and 

hows the same CER as GA and GWO due to the shellcode attack. 

The used improvements show an enhancement in the speed 

f convergence, Fig. 8 shows the convergence curves of the IHHO 

ompared with the standard HHO for all types of attacks. On the 

ther hand, the smart initialization technique suffers from obtain- 

ng the best fitness in early iterations. And the use of the X-shaped 

ransfer function makes the convergence more stable with a supe- 

ior reduction rate than the standard HHO. The exact values for 

he average best fitness values and the average number of selected 

eatures are illustrated in Table 9 . 

.7. Comparison with other multi-class classifiers 

In order to show the strength of the proposed IHHO against 

ulti-class classifiers, various classification algorithms were exper- 

mented with and compared. Table 10 shows the results of the 
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Table 8 

Comparison between IHHO, HHO, GA, and GWO in terms of average Classification Accuracy, F1-Score, G-mean, 

and CER over 30 runs. 

Classes Mesaure BHHO GA GWO IHHO 

analysis Accuraccy 0.9986 0.9992 0.9968 0.9992 

F1-Score 0.8777 0.9399 0.7577 0.9414 

G_Mean 0.8920 0.9438 0.7813 0.9451 

CER 0.1666 0.1034 0.3884 0.1013 

backdoor Accuraccy 0.9977 0.9995 0.9957 0.9996 

F1-Score 0.7438 0.9645 0.5415 0.9701 

G_Mean 0.7812 0.9653 0.6087 0.9706 

CER 0.3248 0.0678 0.6134 0.0579 

dos Accuraccy 0.9900 0.9927 0.9894 0.9928 

F1-Score 0.8883 0.9198 0.8795 0.9075 

G_Mean 0.8939 0.9231 0.8863 0.9163 

CER 0.2007 0.1472 0.2137 0.1456 

exploits Accuraccy 0.9887 0.9895 0.9908 0.9958 

F1-Score 0.9554 0.9585 0.9635 0.9829 

G_Mean 0.9569 0.9599 0.9646 0.9838 

CER 0.0832 0.0774 0.0684 0.0307 

fuzzers Accuraccy 0.9868 0.9894 0.9902 0.9968 

F1-Score 0.8952 0.9079 0.9249 0.9776 

G_Mean 0.9023 0.9122 0.9292 0.9780 

CER 0.1795 0.1444 0.1330 0.0434 

generic Accuraccy 0.9939 0.9962 0.9957 0.9951 

F1-Score 0.9865 0.9916 0.9906 0.9891 

G_Mean 0.9866 0.9917 0.9906 0.9891 

CER 0.0266 0.0166 0.0187 0.0216 

normal Accuraccy 0.9396 0.9662 0.9538 0.9784 

F1-Score 0.9373 0.9641 0.9513 0.9769 

G_Mean 0.9435 0.9686 0.9570 0.9800 

CER 0.1097 0.0615 0.0839 0.0393 

reconnaissance Accuraccy 0.9838 0.9997 0.9955 0.9992 

F1-Score 0.7399 0.9968 0.9372 0.9887 

G_Mean 0.7736 0.9968 0.9420 0.9894 

CER 0.3804 0.0064 0.1063 0.0197 

shellcode Accuraccy 1.0000 1.0000 1.0000 1.0000 

F1-Score 1.0000 1.0000 1.0000 1.0000 

G_Mean 1.0000 1.0000 1.0000 1.0000 

CER 0.0001 0.0000 0.0000 0.0000 

worms Accuraccy 1.0000 1.0000 0.9998 1.0000 

F1-Score 0.9767 0.9727 0.7580 0.9740 

G_Mean 0.9770 0.9731 0.7820 0.9752 

CER 0.0455 0.0530 0.3864 0.0470 

BHHO GA GWO IHHO 

Ranking 

(W | T | L) 

Accuraccy 0 | 2 | 8 2 | 3 | 5 0 | 1 | 9 5 | 3 | 2 
F1-Score 1 | 1 | 8 3 | 1 | 6 0 | 1 | 9 5 | 1 | 4 
G_Mean 1 | 1 | 8 3 | 1 | 6 0 | 1 | 9 5 | 1 | 4 
CER 1 | 0 | 9 2 | 1 | 7 0 | 1 | 9 6 | 1 | 3 

Ranks 

(F-test) 

Accuraccy 3.35 2 3.05 1.6 

F1-Score 3.25 2.05 3.05 1.65 

G_Mean 3.25 2.05 3.05 1.65 

CER 3.4 2.1 3 1.5 

Table 9 

The average number of the selected features and the Best fitness values over 30 runs of the proposed IHHO 

compared with the standard HHO. 

Average Best Fitness Values Average No. of Selected Features 

Classes IHHO HHO IHHO HHO 

analysis 0.0042 0.0081 15.50 19.67 

backdoor 0.0465 0.0729 13.73 19.47 

dos 0.0595 0.0820 15.57 20.00 

exploits 0.0145 0.0391 12.83 19.77 

fuzzers 0.0431 0.0670 7.67 21.10 

generic 0.0162 0.0211 10.20 20.00 

normal 0.0110 0.0130 13.10 21.00 

reconnaissance 

0.0133 0.0244 12.40 17.10 

shellcode 0.0017 0.0048 7.00 19.73 

worms 0.0223 0.0425 12.47 18.00 

12 
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Fig. 8. Convergence curves for the standard BHHO and IHHO for different types of attacks. 

p

a

a

s

o

o

t

I

4

d

p

E

(

u

c

roposed IHHO in comparison to ELM, K-nearest neighbors (KNN), 

nd Decision Trees (DT) classifiers. These classifiers were used as 

 multi-class classifier on the same dataset. The results show the 

uperior performance of the IHHO in the classification of each type 

f attack. 

The results conclude that the proposed model based on the 

ne-vs-all approach works well on the multi-class classifica- 

ion problems, and the IHHO improves the performance of the 

DS. 
13 
.8. Comparison with other algorithms reported in the literature 

Various experiments were conducted on the UNSW-NB15 

ataset using different techniques. As such, ( Sharma et al., 2019 ) 

roposed a one-vs-all approach based on ELM and Weighted 

LM (WELM), with an Extra-trees classifier for features selection. 

 Gharaee and Hosseinvand, 2016 ) presented an anomaly-based IDS 

sing GA and a support vector machine (SVM) to deal with multi- 

lass classification in the dataset. 
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Fig. 8. Continued 
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( Salman et al., 2017 ) used Linear Regression (LR) and Random 

orest (RF) for detecting and categorization multi-attacks in the 

loud environment. While ( Moustafa et al., 2018 ) suggests a new 

eta mixture technique (BMM-ADS) as a one-class classification by 

raining the model to detect the normal traffic and considering all 

thers are attacks. 

As the revolution of deep learning (DL), the work of 

 Ashiku and Dagli, 2021 ) shows the effect of using DL in the IDS. To

dentify the attacks in the UNSW-NB15 dataset, the authors used a 

onvolutional neural network (CNN) with regularized multi-layer 

erceptron. In addition, they used the original imbalanced dataset 

nd a stratified sampled dataset called a user-defined dataset. 

Table 11 shows the comparison between the proposed IHHO 

nd the rest of the experiments reported in the literature in terms 

f classification accuracy. The IHHO outperforms the others in all 

ypes of attacks. But the normal type because the IHHO aims to 

etect the attacks instead of the normal traffic. The results show 

ignificant differences in the obtained values. 

The IHHO outperforms the work of ( Sharma et al., 2019 ), which 

s also used the ELM and WELm. This is because the technique 

as utilized to overcome the imbalance of the dataset, the broad 

earching capabilities of the IHHO, and the tight integration of the 

LM with the IHHO. 

.9. The most frequent-based feature analysis 

The selected features for each attack were deeply analyzed to 

ighlight the importance of each feature in detecting these attacks. 
14 
he feature frequency is appearances over the number of runs used 

o rank the features. The IHHO determines the best features set to 

ecide this attack for each type of attack and at each run. Here, 

he most frequent features overall the runs will be considered the 

ssential features for that type of attack ( Al-Daweri et al., 2020 ). 

he frequency of each feature was calculated using Eq. 22 , Then, 

hese features were ranked by dividing the feature’s frequency over 

he total number of runs as Eq. 23 . Where n is the number of runs,

 f req , and Rank f is the feature’s frequency and the feature’s Rank, 

espectively, and F i is the appearance of the feature F in the i th run. 

 f req = 

n ∑ 

i =1 

F i (22) 

ank f = 

F f req 

n 

(23) 

he overall sorted ranks for the features in the dataset are shown 

n Fig. 9 . The overall ranks are obtained by dividing the total fre- 

uency of feature attacks by the total number of runs (10 classes 

nd 30 runs for each, which produce 300 runs). It is clearly shown 

he is f t p l ogin feature is the most informative one with a ranking 

eight of 59.3%, secondly, the dloss in the second rank, and so on. 

. Conclusion and future work 

This research proposes an effective intrusion detection system 

hat can deal with a dynamic, realistic environment. The proposed 
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Table 10 

Comparison between IHHO and multi-class classifiers in terms of average Classification Accuracy, F1-Score, G- 

mean, and CER over 30 runs. 

Classes Mesaure IHHO ELM KNN DT 

analysis Accuraccy 0.9992 0.9426 0.9073 0.9647 

F1-Score 0.9414 0.0104 0.0754 0.0249 

G_Mean 0.9451 0.1440 0.6384 0.2014 

CER 0.1013 0.9001 0.4578 0.9202 

backdoor Accuraccy 0.9996 0.9782 0.9257 0.9234 

F1-Score 0.9701 0.0109 0.0392 0.0483 

G_Mean 0.9706 0.1112 0.4261 0.4874 

CER 0.0579 0.9509 0.7254 0.6349 

dos Accuraccy 0.9928 0.9188 0.9399 0.9318 

F1-Score 0.9075 0.2514 0.1442 0.1397 

G_Mean 0.9163 0.5084 0.3128 0.3273 

CER 0.1456 0.6557 0.8785 0.8570 

exploits Accuraccy 0.9958 0.8728 0.8937 0.8867 

F1-Score 0.9829 0.3825 0.5308 0.5108 

G_Mean 0.9838 0.5309 0.6529 0.6467 

CER 0.0307 0.6484 0.5209 0.5185 

fuzzers Accuraccy 0.9968 0.8399 0.8310 0.7802 

F1-Score 0.9776 0.2408 0.2912 0.2568 

G_Mean 0.9780 0.5419 0.6360 0.6368 

CER 0.0434 0.5102 0.3811 0.2893 

generic Accuraccy 0.9951 0.9225 0.9874 0.9482 

F1-Score 0.9891 0.8186 0.9721 0.8664 

G_Mean 0.9891 0.8615 0.9754 0.8792 

CER 0.0216 0.2073 0.0436 0.2167 

normal Accuraccy 0.9784 0.7401 0.7628 0.7545 

F1-Score 0.9769 0.6213 0.6449 0.6321 

G_Mean 0.9800 0.6722 0.6904 0.6806 

CER 0.0393 0.4805 0.5127 0.5180 

reconnaissance Accuraccy 0.9992 0.9375 0.9430 0.9416 

F1-Score 0.9887 0.1258 0.3777 0.1964 

G_Mean 0.9894 0.2668 0.6221 0.3960 

CER 0.0197 0.8343 0.5516 0.7881 

shellcode Accuraccy 1.0000 0.9065 0.9438 0.8960 

F1-Score 1.0000 0.0531 0.0949 0.0713 

G_Mean 1.0000 0.6211 0.7604 0.8345 

CER 0.0000 0.4450 0.3035 0.1172 

worms Accuraccy 1.0000 0.9165 0.9874 0.9867 

F1-Score 0.9740 0.0152 0.0584 0.0382 

G_Mean 0.9752 0.8459 0.8197 0.5446 

CER 0.0470 0.1724 0.2898 0.6772 

IHHO ELM KNN DT 

Ranking 

(W | T | L) 

Accuraccy 10 | 0 | 0 0 | 0 | 10 0 | 0 | 10 0 | 0 | 10 

F1-Score 10 | 0 | 0 0 | 0 | 10 0 | 0 | 10 0 | 0 | 10 

G_Mean 10 | 0 | 0 0 | 0 | 10 0 | 0 | 10 0 | 0 | 10 

CER 10 | 0 | 0 0 | 0 | 10 0 | 0 | 10 0 | 0 | 10 

Ranks 

(F-test) 

Accuraccy 1 3.4 2.4 3.2 

F1-Score 1 3.8 2.2 3 

G_Mean 1 3.6 2.6 2.8 

CER 1 3.2 2.8 3 

Table 11 

Comparison between the IHHO and other algorithms from previous works based on the average accuracy results. 

Classes IHHO 

ELM 

( Sharma et al., 

2019 ) 

WELM 

( Sharma et al., 

2019 ) 

GF + SVM 

( Gharaee and 

Hossein- 

vand, 2016 ) 

Step-wise 

RF( Salman et al., 

2017 ) 

BMM + outlier 

detection 

( Moustafa et al., 

2018 ) 

CNN original 

( Ashiku and 

Dagli, 2021 ) 

CNN 

user-defined 

( Ashiku and 

Dagli, 2021 ) 

analysis 99.92 98.96 99.26 - 2.00 83.40 89.50 90.60 

backdoor 99.96 99.11 99.11 - 5.00 63.80 91.20 92.20 

dos 99.28 94.75 94.90 91.24 20.00 89.60 94.60 93.80 

exploits 99.58 89.13 90.12 79.19 99.50 79.40 94.20 93.80 

fuzzers 99.68 91.30 91.47 96.39 - 52.80 88.60 90.10 

generic 99.51 98.16 98.23 91.51 97.00 80.50 95.10 95.30 

normal 97.84 91.26 93.54 97.45 99.50 93.40 97.20 97.90 

reconnaissance 99.92 94.60 95.33 91.51 86.00 55.60 95.10 96.30 

shellcode 100.00 99.40 99.40 99.45 80.00 48.70 91.60 91.50 

worms 100.00 99.92 99.92 – 70.00 47.80 89.80 90.80 

Ranking (W|T|L) 9 | 0 | 1 0 | 0 | 10 0 | 0 | 10 0 | 0 | 7 1 | 0 | 8 0 | 0 | 10 0 | 0 | 10 0 | 0 | 10 

15 
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Fig. 9. Overall Ordered Ranks. 
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DS can discriminate between multiple sorts of attacks simulta- 

eously. Feature selection is a preprocessing technique that re- 

uces the dataset’s dimension by removing irrelevant, redundant, 

nd noisy features. The best features subset is generated in this 

tudy by combining the capability of the extreme learning machine 

ith an enhanced harris hawks optimization algorithm. Further- 

ore, the significance of the features varies depending on the at- 

ack. The model is trained for each type of attack using the one- 

ersus-all strategy, which extracts the most significant features for 

hat attack. Simultaneously, the optimization procedure focuses on 

icking the best features subset and optimizing the ELM’s weights 

n each type. 

The proposed modification in the HHO accelerates the algo- 

ithm’s convergence by improving the initialization step. The x- 

haped transfer function, on the other hand, is utilized to avoid 

rapping in local optima and improve the HHO’s searching strat- 

gy. The results on the UNSWNB-15 dataset show the superior per- 

ormance of the proposed work against other meta-heuristic algo- 

ithms and with state-of-the-art multi-class classifiers. For exam- 

le, the crossover-error rate achieved the least values in 7 types of 

ttacks. Furthermore, it performs the best G-mean values (greater 

han 94%) in 6 types. In all measures, the proposed work outper- 

orms all other multi-class classifiers, ELM, KNN, and DT. 
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